
The Origin of Layer Structure Artifacts in Simulations of
Liquid Water

David van der Spoel* and Paul J. van Maaren

Department of Cell and Molecular Biology, Uppsala UniVersity, Husargatan 3,
Box 596, SE-751 24 Uppsala, Sweden

Received September 9, 2005

Abstract: A recent paper (Yonetani, Chem. Phys. Lett. 2005, 406, 49-53) shows that in

computer simulations of TIP3P water (Jorgensen et al. J. Chem. Phys. 1983, 79, 926-935) a

strange layer formation can occur when a long cutoff is used. This result is counterintuitive

because, in principle, increasing the cutoff should give more accurate results. Here we test this

finding for different water models and try to explain why layer formation occurs. In doing so we

find that under certain conditions, layer formation coincides with a sharp density increase to

1050 g/L, while simultaneously a pressure of 600 bar develops and water diffusion becomes

anisotropic. This leads us to conclude that a group-based cutoff (of at least 1.4 nm) stabilizes

an anomalous phase with most water models. In some cases the ordering is strengthened further

by periodicity in the simulation cell, but periodicity effects can even be observed with a short

cutoff (0.9 nm) and a relatively large box of 4 nm. Water models that have a relatively large

quadrupole moment, more in accord with the experimental gas-phase values, in particular TIP4P

(Jorgensen et al. J. Chem. Phys. 1983, 79, 926-935), are much less affected by the problem,

because the dipole-dipole interaction is quenched at long distance. A comparison of different

cutoff treatments, namely truncation, reaction field, particle mesh Ewald (PME), and switch and

shift functions, for the simulation of water shows that only PME and shift functions yield realistic

dipole-dipole interactions at long distance. The impact for biomolecular simulations is discussed.

1. Introduction
In a recent paper, Yonetani1 reported a strange artifact: when
TIP3P water2 is simulated with group-based truncation and
a cutoff of 1.8 nm it forms liquid layers in which the
molecular dipoles are mainly oriented in the same direction.1

The artifact was reproduced in two different MD packages,
Amber3 and GROMACS,4-6 implying that it is not due to a
software bug. The layers were also found in larger boxes,1

indicating that the behavior is a truncation problem rather
than being related to the use of periodic boundary conditions.
Interestingly, the layer formation does not occur in conjunc-
tion with the particle-mesh Ewald (PME)7,8 method for
computing electrostatic interactions. PME is one of the most
popular implementations of the Ewald technique, because it

is efficient and fast. The electrostatic energy is split into two
parts, the short range is computed in direct space and the
long range in reciprocal space, using fast Fourier transforms.
Other algorithms in practical use for the computation of long-
range Coulomb interactions are the particle-particle particle-
mesh method,9,10 fast multipole methods,11,12 and Lekner
summation.13-16

Here we present a series of simulations, using different
water models and simulation conditions, in an attempt to
explain the phenomenon. For a particular set of parameters
we find that TIP3P water transforms to a state with a density
of 1050 g/L, a pressure of 600 bar, and a potential energy
lowered by 1 kJ/mol compared to the normal-40.8 kJ/mol.17

Similar results are obtained for TIP5P, SPC/E, and SPC
water. The simultaneous increase in density and pressure is
driven by an increased number of hydrogen bonds and a
clearly different, layered, structure; in addition diffusion
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becomes anisotropic. The combination of these observations
leads to the conclusion that this is an artificial phase of liquid
water.

Complex phenomena such as phase transitions are par-
ticularly sensitive to the correctness of the simulation
conditions. Slovak and Tanaka have shown18 in simulation
studies of melting of ice VII that with a short (0.8655 nm)
“smoothly” truncated potential the melting temperatures are
very different from those obtained with Ewald summation.
In other studies of phase transitions Zangi and Mark19 used
a twin-range cutoff with reaction field for the Coulomb
interaction, while Matsumoto et al.20 used a shifted potential
as first described by Ohmine et al.21 (Appendix B). From a
personal communication we learned that Yamada et al.22 used
a plain cutoff of 0.9 nm (group-based truncation23,24), whereas
Koga et al.25 used a cutoff of 0.875 nm with a switching
function. Since there is such a plethora of methods for cutoff
treatment, it is very important that authors document their
work sufficiently26,27 to allow others to verify it. This work
focuses on the treatment of electrostatic interactions, but in
principle the accuracy of other simulation algorithms, like
integrators and constraint treatment, need to be considered
as well. The impact of those algorithms on accuracy fall
outside the scope of this paper, however.

2. Methods
Molecular dynamics simulations were performed using the
TIP3P and TIP4P water models,2 the TIP5P model,28 the SPC
model,29 and the SPC/E model.30 Berendsen temperature
coupling (298.15 K) and pressure coupling (1 bar) were
used.31 The temperature coupling constantτT was 0.1 ps, and
the pressure coupling constantτP was 0.2 ps unless otherwise
stated. A compressibility of 0.00005 (1/bar) was used.
Although we realize thatτP is unusually short, we used this
value to be compatible with Yonetani;1 in addition, we
explicitly tested the influence ofτP as described in the results.
In all cases a cutoff was used for the Lennard-Jones
interactions, but long-range corrections to the energy were
applied in the standard way.23 Neighborlists were used and
updated every fifth integration time step, which was 2 fs.
The water molecules were kept rigid using the SETTLE
algorithm.32 Center of mass motion of the simulation box
was removed at every time step.33

Five different cutoff schemes were used: 1. a group-based
cutoff (simple truncation at the indicated cutoff distance),
2. a reaction field34-36 with εrf ) 78.5 (Appendix A), 3. the
particle-mesh Ewald algorithm,7,8 4. an atom-based switch
function, and 5. an atom-based shift function (Appendix B).
For all simulations molecule-based neighbor searching was
done, and for both the cutoff and reaction field it should be
noted that the cutoff was based on molecules as well, to avoid
artifacts due to non-neutral groups. The atom-based switch
and shift functions go to zero smoothly; however, it is known
that atom based switch functions can cause artifacts when
the switching range is too short.24 When using PME the grid-
spacing was 0.12 nm (fluctuating slightly due to pressure
coupling), and fourth-order B-splines were used for charge
spreading and force interpolation. Conducting boundary
conditions were used for PME.

An overview of the simulations performed and the
conditions is given in Table 2. All simulations were 2 ns
long unless otherwise stated. In total well over 100 simula-
tions were performed, all using the GROMACS software.4-6

All simulations used single-precision arithmetic, except one,
which was performed in order to check the effect of
precision.

3. Results
3.1. Dipole-Dipole Correlation. Analysis of the simulations
focuses on dipole orientation; in particular, we look at the
distance dependent Kirkwood factorGk(r)36 according to

whereµi andµj are the dipole vectors of water moleculesi
andj, respectively,rij is the distance between oxygen atoms,
and the dielectric constantε(0) is determined from the
fluctuations of the total system dipole.37

In Figure 1a we have plotted the cutoff dependence of
Gk(r) for TIP3P. Obviously there is a severe artifact around
the cutoff distance. This is a well-known problem that has
been described in detail before.17,38In Figure 1b the average
cosine〈cos〉 of the angle between two molecular dipoles at
a distancer is given. Here we can clearly see that there is a
dip in the function corresponding to an anticorrelation on
average around the cutoff distance. Obviously, the orienta-
tional correlation between water molecules should approach
zero with increasing distance,39,40 so this is an artifact due
to the cutoff. In a further series of simulation of 10 648 TIP3P
molecules we varied the cutoffrc from 0.9 to 3.35 nm. The
minimum of theGk(r) function becomes deeper with increas-
ing rc, indicating that ever stronger ordering is induced
(Figure 1c). This shows that there is nothing special about
the cutoff of 1.8 nm that was used by Yonetani.1 In Figure
1d,e we have plotted the first minimum of the oxygen-
oxygen and oxygen-hydrogen radial distribution function
(RDF), respectively, for different cutoffs. These parts of the
RDF were plotted as it is here that the main difference is
visible. The minimum in oxygen-oxygen RDF is slightly
less deep with long cutoffs, while it is the reverse for the
oxygen hydrogen RDF. Apparently the water structure
changes slightly upon increasing the cutoff, to accommodate
the higher density (Figure 2).

Table 1. Properties of the Water Molecules Used: Dipole
µ, the Components of the Quadrupole Tensor Θ, the Root
Mean Square Deviation of the Quadrupole Tensor
Elements from the Experimental Values

model µ (D)
Θxx

(10-1D nm)
Θyy

(10-1D nm)
Θzz

(10-1D nm)
RMSD(Θ)

(10-1D nm)

expt 1.855 -2.50 2.63 -0.13

TIP3P 2.35 -1.68 1.76 -0.08 1.20

TIP4P 2.18 -2.09 2.20 -0.11 0.59

TIP5P 2.29 -1.48 1.65 -0.17 1.42

SPC 2.274 -1.82 2.11 -0.29 0.87

SPC/E 2.351 -1.88 2.19 -0.30 0.78

Gk(r) ) ∑
rij<r

µi‚µj

µ2
(1)
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The energy (Figure 2a) and density (Figure 2b) show a
weird cutoff dependence, which is related to layer formation.
For instance forrc ) 1.5 and 1.7 nm we obtain relatively
large error bars (probably) due to intermittent layer formation.
Figure 2c shows the dependence of the diffusion constant
on the cutoff. Obviously, cutoffs of 1.4 nm and larger induce
significant changes in water properties. In Figure 2d we plot
the ratio of diffusion coefficients in a plane normal to the
box axes and parallel to the box axis. For isotropic diffusion
the ratio should be 1. Since the numbers are averaged over
the whole simulation, further compensation effects are
expected, but forrc ) 1.7 nm we see a very strong peak,
which hence indicates that relatively stable layers should be
present in the simulation. For the anisotropic simulation
(described in more detail below) where we have stable layers
perpendicular to theX-axis, we see that the ratio of diffusion
coefficients perpendicular to and along theX-axis is less than
one, meaning that the diffusion perpendicular to the layer
structure is considerably faster than within the layer.

In the extensive series of simulations that we have
performed, we found that in some cases the artifacts get even
worse. In a particular case, when anisotropic pressure scaling
was used in which only a single axis of the simulation box
was allowed to fluctuate, very stable layer formation oc-
curred. Figure 3 shows how several properties evolve in a
simulation of 2201 TIP3P molecules under these conditions.
Figure 3a shows how the average pressure suddenly increases

to 600 bar after roughly 616 ps, while simultaneously the
density increases to 1050 g/L (Figure 3b) and the energy
drops by 1 kJ/mol (Figure 3c), due to an additional 0.03
hydrogen bonds per molecule (Figure 3f). Indeed we find
that the pressure in the direction of the piston (X) is roughly
1, but in the other two directions it is 600-800. In a normal
fluid the pressure in the Y and Z would be released through
the X dimension, but not in the case when specific ordering
is present (like in this artificial case or e.g. in bilayers). To
quantify the occurrence of layers we computed the absolute
average orientation of the water molecules with respect to
the box axesi, and from these we computed the mean square
deviation from the isotropic value of 0.51

where averaging is over all molecules in the computational
box. Figure 3d showsê as a function of time. Obviously, a
gross-net ordering happens simultaneously with the other
events, leading to the conclusion that the whole process can
be considered to be a liquid-liquid phase transition. Finally,
we found that the mobility increases in the new ordered liquid
phase. Since we had suspected that some kind of room-
temperature freezing was behind the drastic changes of the
water properties, we were surprised to see that the diffusion
constant actually increases from 7.3 to 9.7 105 cm2 s-1

Table 2. Overview of the Simulations Performeda

model(s) Nmol rc (nm) elect. comment

TIP3P 820 0.9-1.4 cut 0.1 nm increments
TIP3P 2201 0.9-1.8 cut 0.1 nm increments
TIP3P 2201 1.8 cut double precision
TIP3P 10648 0.9-3.3 twin rc ) 0.9 nm, in 0.1 nm increments
TIP3P 10648 3.05-3.35 twin rc ) 0.9 nm, in 0.1 nm increments
TIP3P SPC SPC/E 1728 0.9-1.8 cut 0.1 nm increments (1 ns)
TIP3P 17608 1.8 cut
TIP3P 59427 1.8 cut 180 ps only
TIP3P 2201 1.8 cut τP ) 0 (i.e. NVT), 0.5, 1.0, and 2.0 ps
TIP3P 1.8 cut Nmol ) 1728, 2197, 2744, 3375, 4096, 4913, 5832, 6859, 8000, 9261, 10648, 12167,

13824, 15625, 17576, 19683, 21952
TIP3P 2201 1.8 cut Anisotropic pressure scaling with τP ) 5 ps. The box edges were allowed to

vary independently.
TIP3P 2201 1.8 cut Anisotropic pressure scaling with τP ) 5 ps. Only one of the box edges was allowed

to vary, while the others were kept at their initial value of 4.06 nm.
TIP3P 2201 1.8 cut dodecahedron box
All 2201 1.8 cut
All 2201 1.8 RF reaction field34-36 with εrf ) 78.5
SPC SPC/E 2201 1.8 RF reaction field with εrf ) ∞ and with the so-called “self-consistent” εrf ) 54 (SPC) and

62.3 (SPC/E) as determined by Smith and Van Gunsteren38 as well as
additional simulations with εrf ) 65 (SPC) and 77 (SPC/E).

All 2201 0.9 PME particle-mesh Ewald method7, 8

All 2201 1.7 switch switch function (see Appendix) with a cutoff of 1.7 nm, a 0.2 nm switching range
(i.e. r1 ) 1.5, rc ) 1.7 nm), neighborlists were computed with a 1.8 nm cutoff

All 2201 1.7 switch switch function (see Appendix) with a cutoff of 1.7 nm, a 0.4 nm switching range
(i.e. r1 ) 1.3, rc ) 1.7 nm), neighborlists were computed with a 1.8 nm cutoff

All 2201 1.7 shift shift function with a cutoff rc of 1.7 nm, neighborlists were computed with a
1.8 nm cutoff

TIP3P 17608 0.9 PME
TIP3P 2201 0.9 PME dodecahedron box

a Water model, number of molecules, cutoff distance, and electrostatics treatment. “All” in column model indicates, TIP3P, TIP4P, TIP5P,
SPC, and SPC/E.

ê ) ∑
i∈x, y, z

(〈µi

µ〉 - 0.5)2

(2)
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(whereas it is 5.4 for a cutoff of 1.2 nm17). On the other
hand the increase of diffusion with density and pressure is
one of the well-known anomalies of water,41 and henceforth
the high pressure can induce the increased mobility. The
artificial water phase can therefore be described as a high-
density, high-pressure ordered liquid. There is no special
reason anisotropic pressure scaling would facilitate layer
formation, other than that in this specific case the width of
the box fit the requirement (explained in section 3.4) of being
close to an integer times the cutoff.

In Figure 3 we also show what happens when the layered
structure is simulated with a short (rc ) 0.9 nm) group-based
cutoff (from 2000 to 3000 ps). All values fall back quickly
to the normal values, showing that layer formation is
completely reversible.

3.2. Water Model and Electrostatics Treatment De-
pendence.To track down how these strange results depend
on cutoff treatment and water model, further simulations were
performed using the TIP3P and TIP4P models,2 the TIP5P
model,28 the SPC model,29 and the SPC/E model.30 In Figure
4a,f we have plotted again theGk(r) and the〈cos〉 of the
simulations with a 1.8 nm cutoff of the five models. Similarly
we have plotted the results from corresponding sets of
simulations using a reaction-field (Figure 4b,g), using the
PME method (Figure 4c,h), using a switch function (Figure
4d,i), and using a shift function (Figure 4e,j).

A number of observations can be made from Figure 4.
First, the depression in theGk(r) function due to the cutoff
depends very much on the water model used, but all models
are seriously affected. The minimum in Figure 4a is deepest
for TIP5P, followed by TIP3P, SPC/E, SPC, and TIP4P.

Figure 1. a: The Gk(r) function as a function of the cutoff
distance in a TIP3P simulation of 2201 molecules (cutoff rc

indicated in legend), b: 〈cos〉 as a function of cutoff in the
same set of simulations, c: the depth of the minimum in Gk-
(r) as a function of cutoff in a series of simulations of 10 648
TIP3P molecules, d: the first minimum in the oxygen-oxygen
radial distribution function, and e: the first minimum in the
oxygen-hydrogen radial distribution function.

Figure 2. Properties as a function of cutoff in a TIP3P
simulation of 2201 molecules using group-based truncation.
a: Potential energy, b: density, c: diffusion constant deter-
mined by breaking the trajectories in 10 equal pieces of 200
ps, computing the diffusion constant for each molecule
separately using the Einstein relation,23 and taking the average
value and standard deviation, and d: ratio of diffusion
coefficients in the plane normal to one of the box vectors and
along the box vector (for isotropic diffusion the ratio should
be 1). The symbols are from the second part of the simulation
with anisotropic scaling, i.e., where stable layers are present.
Error bars in a and b were determined by a block-averaging
procedure.49

Figure 3. Results from a TIP3P simulation of 2201 molecules
where one of the box edges (X) was allowed to fluctuate, while
the others were fixed at their initial value of 4.06 nm. The first
2 ns were done with a 1.8 nm cutoff, the third ns was done
with a 0.9 nm cutoff, to test reversibility of layer formation. a:
Pressure (bar), b: density, c: potential energy (kJ/mol), d: ê
(eq 2) and e: mean square displacement computed for three
stretches of the trajectory, from 0 to 616 ps (before the phase
transition), from 616 to 2000 ps (after), from 2000 to 3000 ps
(short cutoff). The resulting diffusion constants (105 cm2 s-1)
are indicated, f: the number of hydrogen bonds per molecule.
In panels a, c, d, and f a running average over 20 ps is given
for clarity.
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Although one would expect the molecular dipole to be
decisive about the amount of long-range correlation, in fact
we find that SPC/E is much less affected than TIP3P despite
having nearly the same dipole, while simultaneously SPC is
much less affected than TIP5P. There seems to be a
correlation between the depth of the minimum and the
magnitude of the molecular quadrupole (Table 1), the only
exception being the SPC/E model that is slightly worse than
SPC despite having a larger quadrupole. Note that we
compare the model quadrupoles (Table 1) to the experimental
gas-phase value42 which need not be the same as the
(unknown) liquid-state value.

Second, only the particle-mesh Ewald and the shift
function seem to give dependable results that are not affected
by the particular choice of cutoff. The shift function, which
is a special case of the switch function,43 seems to alleviate
the effects of the cutoff in an efficient way although it
obviously will only work correctly when the “real” interac-
tion is zero, i.e., the shift distance should be at least as long
as the particular interaction range, which, for water has been
estimated to be 1.4-1.5 nm.39,40Obviously, ionic interactions
cannot be handled faithfully by a shift function. The reason
the atom-based switch function gives strange ripples near

the cutoff is due to the short switching range which was only
0.2 nm, although this value is commonly used in conjunction
with cutoffs in the range of 0.8-1.2 nm. The ripples are
reduced somewhat when a longer switching range of 0.4 nm
was used (not shown). The alternative of a group-based
switch function (Appendix B) is due to the arbitrariness of
the group-center definition not attractive in principle, al-
though it probably is devoid of the artifacts (ripples, reduced
mobility) we find here. In an attempt to force layer formation
using different cutoff treatment, we used anisotropic pressure
scaling with 2201 TIP3P molecules. However layering
occurred only in combination with the cutoff (Figure 3) and
not with any of the other schemes (data not shown).

A list of important observables from the simulations using
different cutoff schemes and water models is given in Table
3. The densities are relatively low due to the fact that we
did not use the dispersion correction to the pressure (e.g.
Wensink et al. find a density of 994 g/L for TIP4P,44 while

Figure 4. The Gk(r) function for different water models in a
cubic box containing 2201 molecules. a: Simulated with 1.8
nm cutoff b: simulated with a reaction field with εrf ) 78.5
and a 1.8 nm cutoff, c: simulated with the particle-mesh Ewald
technique with a cutoff of 0.9 nm, d: simulated with a switch
function and a cutoff of 1.7 nm, and e: simulated with a shift
function. The average cosine 〈cos〉 of the angle between the
dipoles of molecules in a spherical shell at a distance r from
a central molecule for f: cutoff, g: reaction-field, h: PME, i:
switch function, and j: shift function. Data corresponding to
this figure are available as Supporting Information.

Table 3. Simulation Results from Simulations of 2201
Molecules Using Five Water Models with Six Different
Cutoff Schemes, Corresponding to Figure 4: Cutoff and
Reaction Field (RF) Simulations with 1.8 nm Cutoff,
Particle-Mesh Ewald (PME) with 0.9 nm Cutoff, Switch and
Shift with 1.7 nm Cutoff, and Switch with a 0.2 nm
Switching Range (See Methods)a

model cutoff D 105 cm2 s-1 ε0 F (g/L) Epot (kJ/mol)

expt 2.3 78.5 997 -41.7

ref 66, 67 68 69 70

cutoff 8.2(0.8) 39(1) 1011.4(0.3) -41.107(0.008)

RF 5.96(0.06) 94(3) 982.2(0.2) -39.968(0.002)

TIP3P PME 5.76(0.03) 92(4) 970.9(0.2) -39.882(0.002)

switch 4.26(0.11) 102(5) 1004.3(0.2) -40.705(0.003)

Switch2 5.65(0.15) 103(5) 987.3(0.2) -40.133(0.002)

Shift 5.8(0.2) 101(5) 981.5(0.2) -39.823(0.002)

Cut-Off 3.88(0.02) 48(1) 1000.8(0.2) -41.698(0.003)

RF 3.72(0.02) 54(3) 991.0(0.3) -41.318(0.003)

TIP4P PME 3.73(0.02) 49(2) 980.4(0.2) -41.282(0.002)

switch 2.65(0.02) 53(2) 1026.5(0.2) -42.293(0.003)

switch2 3.53(0.08) 52(2) 998.4(0.2) -41.528(0.003)

shift 3.78(0.04) 51(2) 990.3(0.2) -41.172(0.003)

cutoff 3.9(0.5) 41(1) 1010.9(0.3) -41.19(0.01)

RF 3.02(0.03) 72(3) 981.2(0.2) -40.282(0.005)

TIP5P PME 2.95(0.05) 88(7) 969.3(0.2) -40.232(0.006)

switch 2.72(0.04) 87(6) 988.6(0.3) -40.353(0.005)

switch2 2.75(0.07) 89(6) 983.5(0.3) -40.521(0.005)

shift 2.94(0.06) 89(6) 980.4(0.2) -40.139(0.005)

cutoff 4.48(0.09) 43(1) 991.2(0.2) -42.359(0.006)

RF 4.38(0.05) 65(3) 974.3(0.2) -41.610(0.003)

SPC PME 4.29(0.04) 67(3) 963.9(0.2) -41.535(0.003)

switch 3.24(0.01) 72(4) 1005.5(0.3) -42.375(0.006)

switch2 4.11(0.06) 69(3) 982.3(0.2) -41.794(0.003)

shift 4.27(0.11) 62(3) 973.9(0.2) -41.452(0.003)

cutoff 2.9(0.2) 43(1) 1014.5(0.3) -47.55(0.01)

RF 2.71(0.04) 77(4) 996.0(0.2) -46.668(0.004)

SPC/E PME 2.70(0.04) 62(4) 986.5(0.2) -46.618(0.004)

switch 2.11(0.02) 74(5) 1027.8(0.3) -47.414(0.005)

switch2 2.55(0.01) 76(5) 1003.6(0.2) -46.873(0.004)

shift 2.71(0.13) 78(5) 995.7(0.2) -46.515(0.009)
a The error in the dielectric constant was determined by computing

the error in the square total dipole moment M2 of the box using a
block averaging procedure65 and multiplying the relative error in M2

by the dielectric constant.

Origin of Layer Structure Artifacts J. Chem. Theory Comput., Vol. 2, No. 1, 20065



Horn et al. find roughly 988 g/L when using explicit tail
corrections to a switched Lennard-Jones potential45).

3.3. Effect of Reaction Field Parameters.A comparison
highlighting the impact of differentεrf when using a reaction-
field is given in Figure 5. Smith and Van Gunsteren proposed
that it would be better to use aεrf close to the dielectric
constant of the simulated liquid.38 They gave reference values
for εrf ) 54 for SPC andεrf ) 62.3 for SPC/E water.
Unfortunately the so-called “self-consistent”εrf are dependent
on the cutoff as well, and here we find (Table 3) dielectric
constants of 65 (SPC) and 77 (SPC/E). Simulation with both
values of the dielectric constant were done for each of the
two models. The effect ofεrf on the potential is a shift of
the minimum of the potential. Forεrf ) ∞ (conducting
boundary conditions), the potential has its minimum exactly
at the cutoff, for finiteεrf the minimum is shifted to (slightly)
larger distances. Forεrf ) ∞ the minimum inGk(r) is less
pronounced than for finiteεrf (Figure 5). The self-consistent
values are very comparable to the other values that are not
self-consistent; however, all of these affect theGk(r) function
considerably more thanεrf ) ∞ which hence seems to be
the best choice for simulations of water. The dielectric
constants computed from the different simulation as well as
the depth of the minima in theGk(r) function are given in
Table 4. We conclude that use of the self-consistentεrf should
be avoided because it is dependent on cutoff parameters, not
transferable to other simulation systems, and because using
εrf ) ∞ yields considerably less disturbance of the dipole-
dipole correlation. As it was shown before that one needs a
cutoff of 4.0 nm before reaction field methods yield the same
results as Ewald summation,12 it is questionable whether
reaction fields should be used at all.

3.4. Explanation for Layer Formation. Yonetani pro-
posed1 that the layering effect is in fact due to the cutoff,
rather than due to the periodic boundary conditions. To prove
this, he used simulations cells that were at most twice the

volume of the original. In Figure 6 we have plotted again
the Gk(r) and 〈cos〉 for cells 8 respectively 27 times the
original cell, simulated with a cutoff. In addition, the 8-fold
cell was simulated with PME. The size-dependence on〈cos〉
is very small, both when using a cutoff and when using PME,
indicating that the relative orientation of the water molecules
is not influenced by the size of the system or the periodic
boundary conditions. Moreover, this shows that the particle-
mesh Ewald method does not impose any artifacts on a water
system of this size, which is the typical size for the solvation
of a small protein. However, by a careful analysis of the
dipole orientation parallel to the box axes (Figure 7) we find
that there is a strong periodicity in the dipole along certain
axes if the cutoff fits an integer number of times in the box.
For a cutoff of 0.9 nm we find four periods in a box of
roughly 4 nm, for a cutoff of 1.3 nm we find three periods,
and for 1.8 nm we find 2 periods. However for a cutoff of
1.4 nm we find no obvious preference along the box axes,
while it seems quite obvious that some orientational prefer-
ence must exist. This can be explained if the layers are not
parallel to the box axes but at an angle. In Figure 8 a
schematic representation of such layer structures as observed
in our simulations is given. Obviously, the layers are three-
dimensional, but some “rules” can be inferred from the
structures: the layers are equally thick and the layer thickness
corresponds to roughly half the cutoff, or slightly more than
so, and finally the number of layers must be even. In the
case that the cutoff does not “fit” an integer times in the

Figure 5. The Gk(r) function for the a: SPC and b: SPC/E
water models in a cubic box containing 2201 molecules,
simulated with a reaction field with 1.8 nm cutoff and different
εrf. The average cosine 〈cos〉 of the angle between the dipoles
of molecules in a spherical shell at a distance r from a central
molecule for c: SPC and d: SPC/E water, under the same
conditions as a and b, respectively. Data corresponding to
this figure are available as Supporting Information.

Figure 6. a: The Gk(r) function as a function of system size
for TIP3P water simulated with a cutoff of 1.8 nm, b: id.
simulated with PME, c: 〈cos〉 simulated with a cutoff of 1.8
nm, and d: id. simulated with PME.

Table 4. Simulation Results from Simulations of 2201
Molecules Using Two Water Models with a Reaction Field
and Different εrf: Dielectric Constant ε(0) and Depth of
Minimum in Gk(r)

SPC SPC/E

εrf ε0 Gk(min) εrf ε0 Gk(min)

54.0 62(2) 1.19 62.3 67(3) 1.22
65.0 62(2) 1.24 77.0 73(3) 1.22
78.5 65(3) 1.44 78.5 77(4) 0.90
∞ 64(4) 2.02 ∞ 72(4) 1.67
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box, the layers can form at an angleR given by

whereN is the number of layers,rl is the thickness of the
layer, andl is the length of the box axis. In Figure 8d we
estimateR ≈ 25° yielding rl ) 1.82 nm, longer than the

cutoff rc ) 1.5. For a similar snapshot (not shown) from the
simulation withrc ) 1.7 nm, we findR ≈ 14° yielding rl )
1.95 nm. Apparently the layers can be 0.2-0.3 nm thicker
than the cutoff. It is important to note that even with a
moderate cutoff of 1.5, used in many simulations of
biomolecules, significant layer formation takes place. In some
cases (mainly in larger systems) we even observed multiple
layer systems that existed simultaneously in the simulation,
with the result that the value ofê (eq 2) is low, making
detection of layer formation problematic. The simulations
performed with reaction field, PME, and switch and shift
function do not display any regular pattern in the dipoles
(Figure 7). The direct correlation between cutoff induced
layer formation and periodic boundary conditions disagrees
with Yonetani’s conclusion that this is a pure cutoff effect.1

3.5. Other Systematic Tests.A number of other simple
tests were performed in order to exclude systematic errors.

• A simulation using the Nose´-Hoover thermostat46,47and
Parrinello-Rahman barostat48 of 2201 TIP3P molecules with
a 1.8 nm cutoff yielded identicalGk(r) to the simulation using
the Berendsen thermostat and barostat.31 The diffusion
constant in the Nose-Hoover simulation was larger (8.6(
0.2) than the one using Berendsen coupling (8.2( 0.8, Table
3) which could be due to systematic reduction of velocities
by the Berendsen thermostat, although the difference is small
and the error margin quite large.

• Simulations of 2201 TIP3P molecules were done with
different pressure coupling constantsτP in order to check
its influence on layer formation and water mobility. ForτP

) 0 (NVT simulation), 0.2, 0.5, and 2.0 ps no detectable
difference inê (eq 2) could be found, and theGk(r) were
very similar as well (not shown). The diffusion constants
were 8.7 (NVT), 8.6 (0.2 ps), 8.2 (0.5 ps), and 8.8 105 cm2

s-1 (2.0 ps), respectively. There is no clear trend that can be
observed, and hence we conclude thatτP is not relevant for
layer formation.

• The TIP3P simulations using a group-based truncation
with rc ) 1.8 nm and with the PME algorithm were
continued to 10 ns. TheGk(r) functions were virtually
identical to those in the shorter simulations (data not shown).
In combination with the finding that layer formation is
reversible (Figure 3) this shows that our 2 ns simulations
are long enough to justify our conclusions.

• All water models were simulated with an atom-based
switch function and a switching range of 0.4 nm as well.
Although the ripples that are present in Figure 4d have
reduced amplitude with the longer switching range (not
shown), they do not disappear altogether, implying that the
atom-based switch function is not a viable solution for
electrostatics treatment.24 The observables in Table 3 lie
between the 0.2 nm switching range and a shift function, as
expected.

• A simulation of 2201 TIP3P molecules using double
precision arithmetic (rather than the GROMACS default of
single precision) yields identicalGk(r) (not shown).

4. Discussion
In this work we have shown that an inappropriate use of
simulation parameters can lead to artificial phase transitions.

Figure 7. The components of the dipole moment summed
over 40 slabs of roughly 0.1 nm along the X-axis of the box,
for 2201 TIP3P molecules, simulated with different electrostat-
ics treatment. a: Simulated with 0.9 nm cutoff, b: simulated
with 1.3 nm cutoff, c: simulated with 1.4 nm cutoff, d:
simulated with 1.8 nm cutoff (note different scale on the
Y-axis), e: simulated with a reaction field with εrf ) 78.5 and
a 1.8 nm cutoff, f: simulated with the particle-mesh Ewald
technique with a cutoff of 0.9 nm, g: simulated with a switch
function and a cutoff of 1.7 nm, and h: simulated with a shift
function.

Figure 8. Schematic 2D picture of layer formation, a: four
layers parallel to a box plane and b: four layers at an angle.
The orientation of the dipoles in each layer as well as the
relation between layer thickness and cutoff is indicated; the
layers are somewhat thicker than half the cutoff. Snapshots
of c: 2201 TIP3P molecules simulated with a cutoff of 1.8
nm (4 layers) and d: 2201 TIP3P molecules simulated with a
cutoff of 1.5 nm (4 layers at an angle). Obviously when the
box is cut at an angle the layers get thinner, to keep the same
volume per slab.

cosR )
N(rl)

2l
(3)
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TIP3P and TIP5P water and to some extent SPC/E and SPC
as well were shown to form layers and change density
abruptly (Figure 3b). The ordered layers are stabilized by a
slightly larger number of hydrogen bonds (Figure 3f), leading
to a lower potential energy. In addition, self-diffusion
becomes anisotropic, and diffusion is considerably faster in
the direction perpendicular to the layers (Figure 2). This
artificial stabilization of the layered phase can be expected
for all water models when simulated with group-based
truncation of the potential; the extent to which it occurs varies
between models as discussed below.

Figure 1 shows how the dipole-dipole correlation changes
with increasing cutoff. It can be seen that there is a distinct
minimum corresponding to anticorrelation (i.e. opposite
dipoles49), which gets wider with increasing cutoff, while
simultaneously the first, positive peak also gets wider. The
turning point lies roughly at half the cutoff distance (0.6 nm
for 1.2 nm cutoff, 0.84 for 1.5 nm, and 0.94 for 1.8 nm),
and this turning point is unrelated to the real structure of
water. This implies that for a given water molecule there is
a large number of molecules with similar orientation until
half the cutoff and an even larger number of molecules (due
to the volume of the shell) with opposite orientation (Figure
8). The reason for this effect is that with a group-based cutoff,
each water molecule is in effect at the center of a water
cluster surrounded by vacuum, the free energy of one of these
clusters is minimized by minimizing its net polarization, and
hence the dipole moments become anticorrelated.50 In
combination with periodic boundary conditions this effect
can lead to layer formation (Figure 7) which further
strengthens the interaction. Figure 1c shows that the effect
gets even more significant with longer cutoffs. Yonetani1

suggested that the effect is entirely due to the cutoff;
however, Figure 7 shows that some degree of ordering is
always present when using a group-based cutoff, and it is
particularly obvious when the box size is an (even) integer
times the cutoff length. In extreme cases (Figure 3) periodic
boundary conditions can enhance and stabilize the layers
(Figure 8), in a similar fashion as an artificial wormlike
periodic micelle was found to be induced by periodic
boundary conditions.51

Mathias and Tavan have convincingly shown that there is
no orientational correlation in water beyond 1.5 nm.40 Our
simulations with the particle mesh Ewald method7,8 (Figure
4h) and with the shift function (Figure 4j) both agree with
this observation. Although the shift function is well behaved
in our simulations, it can obviously not be used for charged
systems, while in simulations of neutral molecules the cutoff
should be on the order of the real correlation length (for water
1.5 nm40). In addition, an ad-hoc addition of a shift function
(in contrast to a switch) to a potential optimized without a
shift function will change the relative energies in the potential
at short distances (note that e.g. the ENCAD force field was
calibrated for use with shifted potentials43). It seems therefore
that a shift function is not an economic choice for neutral
systems, while it is inappropriate for charged systems, despite
being considerably more accurate than a cutoff.52 A group-
based switch function (Appendix B) could probably diminish
the artifacts shown in Figure 4 and indeed be used without

reparametrization of the force field, as the short-range
interaction is unmodified. Like the shift function it cannot
faithfully simulate ionic interactions. Finally, we have shown
here that, at least for systems of 4 nm and larger, the PME
method does not influence the orientational correlation
(Figure 6) which confirms the findings of Mathias and
Tavan.40

A question that remains is that of the difference between
the water models. It has been shown that a large quadrupole
can effectively quench the interactions between dipoles,
leading to a reduced dielectric constant.53-55 This is appar-
ently what happens here: TIP4P has the largest quadrupole
of the models tested (and the lowest dielectric constant) and
is the least affected by the cutoff problems. In this context
one could conclude that TIP4P is the most robust of the
models used here. Even though e.g. the density maximum
of water cannot be reproduced with TIP4P,56 while that is
possible with TIP5P,28 it seems that the quadrupole of TIP4P
is more realistic (note though, that the TIP4P variant that
was optimized for use with Ewald summations, TIP4P-Ew45

does have a density maximum close to the experimental one).
Of the empirical models tested here, TIP4P is the only one
with a realistic dimer structure,57 even though the O-O
distance is too short due to the effective charges. In addition,
the latest versions of the OPLS force field58 have been tuned
for use with the TIP4P model, and simulations of proteins
with the OPLS force field and TIP4P water are now
beginning to appear.59,60

The question whether there is predictive value in water
simulations61 remains intriguing. Although Brodsky answered
his own question with a clear no,61 Guillot has taken a more
constructive position, when comparing water models in a
review recently.62 It is somehow ironic that modeling a real
phase transition, like freezing20 takes enormous amounts of
computer time, because it is a rare process, while artificial
phase transitions such as the one reported here and by
Yonetani1 happen very fast. Van Gunsteren and Mark have
published a series of criteria for the validation of molecular
dynamics simulations.27 An important criterion is that the
quality of the result depends on the quality of the interaction
function (including force field). From our results it is clear
that only the particle-mesh Ewald7,8 and the shift function
yield a correct dipole-dipole correlation,40 while in principle
a group-based switch function should also give reliable
results. Since neither a shift function nor a switch function
can be used for charged systems, only methods that take the
full Coulomb interaction into account remain as an option
for biomolecular simulation.26 A further method that we have
not tested in this work is the Lekner summation13,14 which
is reported to give results that are in good agreement with
experiments for liquid water16 and which has been used for
biomolecular simulation as well.15

Appendices
A. Coulomb Interaction with Reaction Field. The coulomb
interaction can be modified for homogeneous systems, by
assuming a constant dielectric environment beyond the cutoff
rc with a dielectric constant ofεrf. The interaction then reads
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wheref ) 1/(4πε0) andε0 is the vacuum permittivity. The
constant expression on the right makes the potential zero at
the cutoffrc. Note that at distances larger thanrc the potential
increaseswhich is relevant in the case of molecular based
cutoffs.

B. Form of the Shift and Switch Functions.There is no
fundamental difference between a shift function, which
modifies a potential over its whole range (0e r < rc), and
a switch function, which modifies a potential over part of
the range (r1 e r < rc), since lettingr1 ) 0 reduces a switch
function to a shift function.43 Switch or shift functionsS(r)
can be applied to either the energy functionU(r) or the force
functionF(r). In general a weighting functionW(r, r1, rc) is
introduced:

The switching function can be applied to atoms or to
groups of atoms. In the latter case a definition of a group
has to be made (e.g. the center of mass) and the value of the
switching function is based on the distanceRbetween group
centers, and the valueS(R) is applied to all pairs of
interactions.24 Below we compare some switching functions
S(r) used in the literature to the one used in this work.

B.1. CHARMm Shift. In CHARMm63 the Coulomb and
Lennard Jones energy terms may be shifted (r1 ) 0) using

leading to, e.g., a shifted Coulomb force function

which has a nonzero first derivative at the cutoff distance.
This is, however, not a problem if the interactions are
computed based on neutral groups.43

B.2. CHARMm Switch. A further option in CHARMm
is to use a more involved switching function to the energy

this leads to the following Coulomb force function

This force has nonzero first derivatives at bothr1 andrc.
The authors of ref 64 mention problems with the robustness
of the algorithms they used due to the discontinuities in the
second derivative of eq 8.

B.3. ENCAD Shift. The shift function used for the
ENCAD force field43 is applied to the individual van der

Waals energy and the Coulomb energy termsU(r) according
to

for the Coulomb interaction this gives the following shift
function

leading to a shifted Coulomb force function

which, like the CHARMm function, has a nonzero first
derivative at the cutoffrc.

B.4. OPLS Switch.Since the late 1980s OPLS force fields
have been developed with a group-based switch function
applied to the energy function (since the potentials are used
for Monte Carlo no forces are used). The form is

with r1 typically rc - 0.05 nm. This gives the following
switched Coulomb force function:

The TIP5P model was developed with this switch function,
but not the TIP3P and TIP4P models (W. L. Jorgensen,
private communication), which, like SPC and SPC/E, were
parametrized with group based truncation.

B.5. Ohmine Switch.A further switch function is used
by Ohmine et al.21,20 to multiply the energy with

in practicer1 ) rc - 0.2 nm. This switch function results in
a Coulomb force function that has no discontinuities in the
first and second derivatives.

B.6. GROMACS Switch.The GROMACS switch4-6 used
in this work is applied to the force functionF(r) and is given
by

whereR is the power of the interaction (1 for Coulomb, 6
and 12 for dispersion and repulsion, respectively). The
constants A and B follow from the conditions that the
function should be smooth atr1 and rc, hence

Vcrf ) f
qiqj

rij [1 +
εrf - 1

2εrf + 1

rij
3

rc
3] - f

qiqj

rc

3εrf

2εrf + 1
(4)

W(r, r1, rc) ) {1 if r < r1

S(r,r1,rc) if r1 e r < rc

0 if rc e r
(5)

S(r, 0, rc) ) (1 - ( r
rc

)2)2
(6)

Fs(r, 0, rc) ) 1

r2
+ 2

rc
2

- 3r2

rc
4

(7)

S(r, r1, rc) )
(rc - r)2(rc+2r - 3r1)

(rc - r1)
3

(8)

Fs(r, r1, rc) )
(r - rc)(4r2+rr c - 3r1r+rc

2 - 3r1rc)

r2(r1 - rc)
3

(9)

S(r, 0, rc) ) 1 -
U(rc)

U(r)
-

r - rc

U(r)

∂U(rc)

∂r
(10)

S(r, 0, rc) ) (1 - ( r
rc

))2
(11)

Fs(r, 0, rc) ) 1

r2
- 1

rc
2

(12)

S(r, r1, rc) )
(rc

2 - r2)

(rc
2 - r1

2)
(13)

Fs(r, r1, rc) )
(rc

2 - r2)

r2(rc
2 - r1

2)
(14)

S(r, r1, rc) )

(r - rc)
3[10(r - r1)

2 - 5(r - r1)(r - rc)+(r - rc)
2]

(r1 - rc)
5

(15)

S(r, r1, rc) )
1+A(r - r1)

2+B(r - r1)
3

r- (R+1)
(16)
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Thus the total force function is

When r1 ) 0, the modified Coulomb force function is

Like the Ohmine switch, this function has a smooth force at
rc and atr1.

Supporting Information Available: Data correspond-
ing to Figures 4 and 5 This material is available free of
charge via the Internet at http://pubs.acs.org.
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Abstract: The effect of preaveraging the Oseen tensor to yield a scalar approximation is

examined for transport problems of rigid objects with stick boundary conditions using new very

high accuracy computational codes. Nearly exact computations are compared to analytical results

and preaveraged results for spheroids and, similarly, for a set of three globular proteins. In

agreement with previous work, we find that the error in translational diffusion is less than 1%.

However, in the case of rotational diffusion and intrinsic viscosity, the error is sensitively

dependent on shape. In the case of the axial component of the rotational diffusion, the error is

about -34% independent of shape, but for the perpendicular component, the error starts at

-30% (sphere) and decreases as the axial ratio increases and then yields a similar but positive

error. For the instrinsic viscosity, the errors are around 10% near spherical and decrease toward

the needle or disk shape. For the globular proteins, the errors are similar to those found for the

ellipsoids near the spherical shape. The calculations show that preaveraging is acceptable only

for translational diffusion of rigid objects.

I. Introduction
It is well-known that the hydrodynamic interaction between
two spheres is a series expansion whose first term is the
Oseen1 tensor, and to second order in the distance between
the spheres, the interaction can be variationally represented
by the Rotne-Prager2 tensor. The tensorial nature of the
hydrodynamic interaction, HI, requires more extensive
computations when doing bead modeling dynamics of
polymers and often the interaction is orientationally averaged
to save computation time,3 but this may not always be
justified. When such orientational averaging is performed,
the Oseen tensor becomes proportional to the Green function
for electrostatic problems. Several authors have taken
advantage of this and have developed extensive formulas
that connect, in an approximate manner, the transport
properties of rigid bodies with electrostatic properties of these
bodies. In particular, the capacitance of an arbitrarily shaped
conductor has been related to the translational diffusion
coefficient,4 while the polarizability has been related to the
intrinsic viscosity5 and the normal component of the polar-
izability has been related to the rotational diffusion coefficient
of the body.6 Zhou6 has further developed these formulas

and has applied them to the computation of the transport
properties of proteins by the use of a boundary element
method. As we show below, such computations can be very
inaccurate, requiring the use of empirical correction factors
to gain agreement with experiment.

Studies based on interacting bead hydrodynamics by
Garcia de la Torre and co-workers7 have shown that the
translational diffusion coefficient is not sensitive to the
tensorial part of the HI tensors so that the preaveraged
approximation is expected to work well. On the other hand,
accurate enough hydrodynamic computations of rigid body
transport have not been available until recently in order to
quantitatively determine the error in this approximation, in
particular for the rotational diffusion and intrinsic viscosity.
In this work, we perform hydrodynamic computations of high
accuracy to address this issue, restricted to stick boundary
conditions.

II. Theory
In a recent paper, Aragon8 has described a very accurate
implementation of the method introduced by Youngren and
Acrivos9 for the boundary element method of solution of
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the exact integral equation formulation of the resistance
problem. This integral equation has also been used by
Allison10,11 to study the electrophoretic mobility of proteins
and DNA. For stick boundary conditions, the equation yields
the velocity field at the surface of a body moving in a solvent
which is quiescent at infinity. The unknown quantities are
the surface stresses (force/area),f(x). The equation is

This is the exact solution to the Stokes equation of
hydrodynamics under stick boundary conditions, and it
applies to the case of small Reynold’s number flow. The
kernel of the equation is the Oseen tensor given by

The integral eq 1 is solved numerically by replacing the
surface with a collection ofN triangles that smoothly tile
the molecular surface. Then we can write

We place the coordinatexj at the center of the small
triangle ∆j and take the surface stress forcef(x) to be a
constant over the entire patch area. This is the basic
approximation: it is clear that it will become a better and
better approximation as the triangle is made small. Thus, an
extrapolation to zero size triangle leads to a very precise
value for the transport properties. With this approximation,
eq 1 becomes a set of 3N equations for 3N unknownsf(x)

The centerpiece of this set of equations is a set ofN
completely known 3× 3 matrices of coefficients that contain
all geometric information, the integrals of the Oseen tensor
over a surface patch

The set of 3N equations can be written all at once

from which the unknown surface stress forces can be readily
obtained by matrix inversion of the 3N×3N super matrixG2

The total force and torque on the body can be computed
from the surface stress forces, and these are directly related
to the friction tensors (K2 ) of the body

The particle can be assumed to have specific translation
velocity vp and angular velocityωp (for exampleωp ) 0
and vp ) (vx,0,0)) to solve the above equations. Thus, 6
calculations suffice to determine all components of the
friction tensors. The friction tensors form part of a larger 6
× 6 tensor that contains information about the pure trans-
lational friction (tt), the pure rotational friction (rr ), and the
coupling that may exist between these (rt andtr). There are
actually only 3 independent friction tensors because theK2 tr

tensor is the transpose of theK2 rt tensor. The diffusion tensors
are finally obtained from the friction tensors by an easy 3×
3 matrix inversion

In the final step, the tensors are transformed to the “Center
of Diffusion”. The details of the procedure, the regularization
method, the extrapolation to an infinite number of patches,
and the Fortran program, BEST, that accomplished this are
described in Aragon.8

If one preaverages the HI, then the effective quantity that
appears in eq 1 is simply

Thus, if one turns off the tensor pieces in the BEST
computation (the dyadic following the unit matrix in eq 2),
for translation and rotation, one must simply multiply the
computed quantity by 4/3. On the other hand, the intrinsic
viscosity is proportional to moments of the surface stress
forces, and the scaling factor for this case is the inverse,
3/4. This is done automatically in the BEST program.

A comment on why the preaveraging approximation is
expected to be a good approximation is in order. Hubbard
and Douglas4 have made the argument that the rotational
dynamic motions of the Brownian particle can be considered
to perform an operation of angular averaging on the surface
stress forcesf. From this they have derived the existence of
a spherically symmetric stress potential which describes the
average flow field around the body and a corresponding
relation between the friction coefficient and the electrostatic
capacitance. From this relation they proceed to show that
preaveraging the hydrodynamic tensor yields estimates that
are only a few percent off from known analytical results for
a variety of shapes. A crucial factor that allows this to work
is that the friction force is a simple integral over the surface
stresses over the body. When one considers the intrinsic
viscosity or rotational diffusion, on the other hand, two
important differences arise. In rotational diffusion, one is
interested in the total torque on the body, and now it is a
higher moment of the surface stress force that needs to be

v(y) ) ∫sp
T2 (x,y)‚f(x) dSx (1)

T2 (x,y) ) 1
8πη|x - y|[I2 +

(x - y)(x - y)

|x - y|2 ] (2)

S) ∑
j)1

N

∆j (3)

v(yk) ) ∑
j)1

N

G2 kj‚f j (4)

G2 kj ) ∫∆j
T2 (x,yk) dSx (5)

[v1

..

..
vN

]
3Nx1

) [G2 11 .. .. G2 1N

.. .. .. ..

.. .. .. ..
G2 N1 .. .. G2 NN

]
3Nx3N

[f1

..

..
fN

]
3Nx1

(6)

[f]3N×1 ) [G2 ]3N×3N
-1[v]3N×1 (7)

F ) ∑
j)1

N

f j(x)∆j ) -K2 tt‚vp -K2 tr‚ωp (8)

T ) ∑
j)1

N

xp × f j(x)∆j ) -K2 rt‚vp - K2 rr‚ωp (9)

D2 tt ) kT[K2 tt - K2 tr‚K2 rr
-1‚K2 rt]

-1 (10)

D2 rr ) kT[K2 rr - K2 tr‚K2 tt
-1‚K2 rt]

-1 (11)

T(x,y) ) 1
6πη|x - y| (12)
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integrated over the surface of the body (r × f); while in the
intrinsic viscosity, even more complex higher moments arise.
In addition, for rotational diffusion, there are no other
dynamics that can serve as the heuristic physical averaging
process, and the components of the friction tensor can be
quite different for different rotational motions. In the case
of translational friction, all the components of the friction
tensor are very similar, even when the shape is very
anisotropic. A representation by an angular average is
therefore expected to work. Furthermore, for the computation
of the intrinsic viscosity, we do assume that the rotational
Brownian motion does provide an orientational average;
however, the more complex moments of the surface stress
that enter into the computation provide significant differences
between a computation that averages the hydrodynamic
interactions at the outset and one that adds the average effect
of the higher moments. This, however, probably explains
the fact, as shown below, that the error of preaveraging in
the intrinsic viscosity is smaller than that for rotational
diffusion.

III. Results and Discussion
To investigate the error in preaveraged approximation, we
performed computations on ellipsoids of revolution for which
analytical formulas exist12 and for a set of three proteins using
our program BEST. We discuss the ellipsoid results first.

A. Ellipsoids. Table 1 shows the values obtained for the
average translational diffusion coefficient (1/3 TrDt) as a
function of axial ratio for both prolate and oblate ellipsoids
with three methods: the analytic formulas, the accurate BE
solution, and the approximate preaveraged solution. Note that
the values in Tables 1 and 2 are given in internal BEST units,

1/A and 1/A3, respectively, and that a factor ofkT/(8πη)
has been taken out for convenience.

The analytic formula for the translational diffusionD[p]
is a function of the axial ratiop ) b/a, where a is the
semiaxis of revolution. Omitting the factor ofkT/(8πη), we
have

where

Table 1 shows three computations, including the percent
error of the preaveraged approximation (PAV) compared to
the analytical formulas. The table demonstrates that the full
HI done in BEST is indeed very accurate and that the error
in the preaveraged approximation is insignificant. As noted
by Douglas and Garbozcsi,5 for the case of the ellipsoids,
the PAV approximation actually yields the exact value. The
small discrepancy we observe arises as a small systematic
error due to curvature in the extrapolation of the properties
to an infinite number of triangles. The full HI computation
(BEST) is extremely linear, providing better accuracy. As
previously observed in the literature, there is no harm in
preaveraging the Oseen tensor for translational diffusion of
rigid bodies. In Aragon,8 it is shown that the full translational

Table 1. Translational Diffusion Coefficients of Ellipsoids of Revolution (1/Å)

prolate and sphere oblate

p, 1/p exact BEST PAV % err. exact BEST PAV % err

1 1.3333 1.3333 1.3312 -0.16
4 0.7104 0.7104 0.7091 -0.19 0.45378 0.45384 0.45282 -0.23
8 0.4651 0.4652 0.4643 -0.19 0.24282 0.24283 0.24228 -0.22
30 0.1821 0.1820 0.1816 -0.22 0.068369 0.068406 0.068031 -0.55

Table 2. Rotational Diffusion Coefficients of Ellipsoids of Revolution (1/Å3)

prolate and sphere

Dr
⊥ Dr

|

1/p exact BEST PAV % err exact BEST PAV % err

1 1.0000 1.0002 0.661 -34
4 7.362 × 10-2 7.363 × 10-2 6.452 × 10-2 -12 3.467 × 10-1 3.467 × 10-1 2.281 × 10-1 -34
8 1.330 × 10-2 1.330 × 10-2 1.339 × 10-2 0.65 1.822 × 10-1 1.822 × 10-1 1.1995 × 10-1 -34
30 3.993 × 10-4 3.993 × 10-4 4.595 × 10-4 15 4.983 × 10-2 4.956 × 10-2 3.452 × 10-2 -30

oblate

Dr
⊥ Dr

|

p exact BEST PAV % err exact BEST PAV % err

4 3.391 × 10-2 3.393 × 10-2 3.040 × 10-2 -10 2.778 × 10-2 2.777 × 10-2 1.840 × 10-2 -34
8 4.502 × 10-3 4.505 × 10-3 4.771 × 10-3 5.9 3.964 × 10-3 3.962 × 10-3 2.624 × 10-3 -34
30 8.712 × 10-5 8.721 × 10-5 10.83 × 10-5 24 8.370 × 10-5 8.372 × 10-5 5.529 × 10-5 -34

Dtt[p] ) 4G[p]/3a (13)

G[p] ) Log[1 + x1 - p2

p ]/x1 - p2,

for prolate ellipsoids,p<1 (14)

G[p] ) ArcTan[xp2 - 1]/xp2 - 1,
for oblate ellipsoids,p>1 (15)

14 J. Chem. Theory Comput., Vol. 2, No. 1, 2006 Aragon and Hahn



diffusion tensor is computed in exact agreement with the
analytic formulas by BEST.

In Table 2, we show the data similarly arranged for the
two eigenvalues of the rotational diffusion tensor. In experi-
ments, the end-over-end rotation (or perpendicular compo-
nent) is the quantity that is typically observable. The analytic
formulas are

Table 2 shows once more that the full HI case done in
BEST is very accurate and that the error of the preaveraged
approximation is quite large, on the order of 30% for either
shape in the case of the axial rotation (parallel component),
independent of the axial ratio. The error in the perpendicular
component is extremely sensitive to the axial ratio. The
preaveraged approximation underestimates the tensor by
around 30% at small axial ratios and overestimates by a
similar amount for an increasing axial ratio. The error is zero
for a specific axial ratio dependent on the shape. Preaveraging
the Oseen tensor is not appropriate for rotational diffusion.
Significant empirical corrections are required in this case,
as seen in the work of Zhou.6

In Table 3, we show the data for the dimensionless
viscosity factor,Σ, of ellipsoids compared to the formula of
Simha,13 assuming negligible orientation of the ellipsoid in
the flow field. The intrinsic viscosity is proportional to the
viscosity factor, and it can be written in terms of the particle
density: [η] ) Σ/F. The Simha formula is

Note that the formula given by Richards18 is incorrect.
Table 3 shows that the intrinsic viscosity is again ac-

curately computed with the full tensor, while the preaveraged
approximation makes errors of up to 10%, with significant
dependence on axial ratio. The preaveraging yields no error
for a prolate ellipsoid of axial ratio near 30, but the error
will increase again beyond that. The axial ratio for which
this happens in the oblate case is larger. Since the intrinsic
viscosity is sensitive only to shape and not size, such errors
can lead to a misrepresentation of the shape of the object

that could be deduced from these values. In the case of large
axial ratios, when the values are used to interpret data on a
homologous series with fixed molecular thickness, the shape
dependence will yield an overestimate of the molecular
length. The errors noted here are comparable to those quoted
by Douglas and Garboczi.5

B. Polyhedra. Polyhedra can be used to study the
dependence of the error on account of the presence of sharp
corners in a body.14 Are the errors in the preaveraged
translational friction coefficient significant, in particular, for
a tetrahedral shape? To test whether the preaveraged ap-
proximation has significant errors dependent on shape, we
have computed the viscosity factor, the translational, and the
rotational friction coefficients for the entire series of Platonic
solids. The data are shown in Table 4.

The data show that there is a shape dependent effect for
the translational friction,Xt, but it is small. The largest error
does indeed occur for the object that has the sharpest corners,
the tetrahedron, but even there it is only 3.3%. The error
tends to disappear as the surface tends toward a smooth shape
and is less than 1% for the last two members of the series.

The rotational friction coefficient has large errors that
range from 21% for the tetrahedron to 47% for the icosa-
hedron. There is significant shape dependence, with the
shapes closest to spherical having the largest error, and the
size of the errors is comparable to what we find for ellipsoids
of revolution. The viscosity factor is uniformly underesti-
mated by 11% with no significant shape dependence.

C. Proteins.To evaluate the effect of the preaveraged HI
for irregular shapes, we discuss data obtained for a set of
three globular proteins, lysozyme, myoglobin, and human
serum albumin (input crystal structures obtained from the
Brookhaven database). Figure 1 shows a typical triangulation
of the hydrated surface of myoglobin. In Table 4 we show
the equivalent data discussed above for the ellipsoids. In this
case, we report the average of the rotational diffusion tensor
to compare against the accurate computations of BEST. In
addition, we have used a water hydration thickness of 1.1 A

Table 3. Viscosity Factors of Ellipsoids of Revolution

prolate and sphere oblate

p, 1/p exact BEST PAV % err exact BEST PAV % err

1 2.5000 2.4997 2.2611 -9.5
4 4.6633 4.6626 4.4153 -5.3 4.0593 4.0578 3.7524 -7.5
8 10.103 10.099 9.8616 -2.4 6.7002 6.6985 6.2520 -6.7
30 74.505 74.515 74.751 0.32 21.585 21.564 20.464 -5.1

Drr | ) 1

a3p2

3(1 - p2G[p])

2(1 - p2)
(16)

Drr ⊥ ) 1

a3

3(G[p](2 - p2) - 1)

2(1 - p4)
(17)

Σ )
2(1 - p2)2

15p2 ( 3(1 - 2p2 + p2G[p])

(1 + (p2 - 2)G[p])(3p2G[p] - 2p2 - 1)
+

3p2G[p](5p2 + 8) - 41p2 + 2

(G[p](p2 + 2) - 3)(3p4G[p] - 5p2 + 2)) (18)

Table 4. Polyhedron Transport Properties

Xt
a Xr

a ê

solid BEST PAV BEST PAV BEST PAV

tetrahedron 0.8229 0.8502 0.4778 0.3940 4.210 3.798
cube 0.922 0.937 0.751 0.544 3.10 2.75
octahedron 0.9318 0.9456 0.7726 0.5583 3.016 2.679
dodecahedron 0.9733 0.9791 0.9137 0.6236 2.691 2.397
icosahedron 0.9808 0.9846 0.9356 0.6344 2.636 2.358

a Xq ) Dq/Dq
0, where Dq

0 is the diffusion coefficient of a same-
volume sphere. “t” represents translation, “r” represents rotation, and
ê is the viscosity factor.
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as determined in an extensive study of protein transport
presented elsewhere.15,16

It is clear that the same picture emerges. The preaveraged
approximation is quite good for translational diffusion, but
it is poor for rotation (28% error) and the intrinsic viscosity
(10% error). The BEST computations also agree quite well
with experiment.15,16

A further comparison with a set of proteins that includes
those previously computed by Teller17 and co-workers (their
Table 2) is shown in Table 6. In this case, only the
translational friction coefficient is shown in order to compare
with their computations.

We see again that for this entire set of proteins, the
accurate BEST results and the preaveraged results differ by
at most 1%. Preaveraging is quite accurate for irregular
shapes. The comparison between BEST and the Kirkwood
formula shows errors that range from 1.1% to 4.2%. Teller17

et al. claimed that the discrepancy in the Kirkwood formula

for translational friction for typical proteins was as large as
7%. However, our accurate computations show that the actual
error of the Kirkwood formula is somewhat smaller. Our
computations also show that the Kirkwood formula is not
equivalent to preaveraging, as is well-known. The BEST
values agree with experiment to within experimental error.15

IV. Conclusions
For the accurate computation of transport properties of rigid
bodies, the hydrodynamic interaction should not be preav-
eraged except for the case of translational diffusion. For
translational diffusion, the typical error in the preaveraging
approximation is 1%, except for shapes with sharp corners,
such as a tetrahedron, where the error rises moderately to
about 3%. The errors are quite large for the rotational
diffusion tensor, approaching 30%, and significant for the
intrinsic viscosity, around 10%. The errors are shape de-
pendent but take their typical magnitudes in the important
case of globular proteins.
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Abstract: A method is presented for the estimation of the conformational entropy of discrete

macromolecular ensembles associated with multiple rotameric dihedral angle states. A covariance

matrix is constructed of all mobile dihedral angles, which are represented as complex numbers

on the unit circle, and subjected to a principal component analysis. The total entropy is

decomposed into additive contributions from each eigenmode, for which a 2D entropy is

computed after convolution of the projection coefficients of the conformer ensemble for that

mode with a 2D Gaussian function. The method is tested for ensembles of linear polymer chains

for which the exact conformational entropies are known. These include chains with up to 15

dihedral angles exhibiting two or three rotamers per dihedral angle. The performance of the

method is tested for molecular ensembles that exhibit various forms of correlation effects, such

as ensembles with mutually exclusive combinations of rotamers, ensembles with conformer

populations biased toward compact conformers, ensembles with Gaussian distributed pairwise

rotamer energies, and ensembles with electrostatic intramolecular interactions. For all these

ensembles, the method generally provides good estimates for the exact conformational entropy.

The method is applied to a protein molecular dynamics simulation to assess the effect of side-

chain-backbone and side-chain-side-chain correlations on the conformational entropy.

1. Introduction

The thermodynamic stability of macromolecular states, such
as ordered versus disordered states, is determined by their
free energies, reflecting the balance between enthalpic and
entropic contributions. Reliable estimates of entropy changes
are, therefore, essential for the prediction and understanding
of free energy changes.1-9 For macromolecular systems, such
as polymers and proteins, an important contribution is the
conformational entropy. Unfortunately, the conformational
entropy cannot be calculated analytically except for the
simplest energy potentials. As an alternative, computer
simulations are often used to sample relevant parts of the

conformational space of macromolecules. Although such
simulations produce discrete sets of conformers, the straight-
forward application of Boltzmann’s equationS) k ln W to
a computed trajectory withWsnapshots generally bears little
relevance with respect to the entropy. The ensemble of
conformers first needs to be converted into probability
distributions of relevant degrees of freedom before an entropy
can be evaluated. In the quasiharmonic analysis method by
Karplus and Kushick, the distribution of the various degrees
of freedom of the discrete molecular ensemble, generated,
for example, by molecular dynamics (MD) simulations, is
approximated by a multivariate Gaussian distribution.3,10The
quantity that enters the expression for the conformational
entropy is the determinant of the covariance matrix of the
coordinate fluctuations, which includes correlation effects
between different degrees of freedom up to second order.
Extensions of this approach have been developed that include
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† Clark University.
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quantum-mechanical zero-point vibrational effects12-17 and
that address pure intramolecular reorientational entropic
contributions.18

The quasiharmonic approximation does not always hold
because the probability distribution of soft degrees of
freedom, such as dihedral angles, is often significantly non-
Gaussian as a result of anharmonic motions and the popula-
tion of multiple rotameric states. Various methods that
address these effects have been described.19-23 In the method
by Edholm and Berendsen, the conformational entropy is
separately determined for each internal coordinate from the
probability distribution of the ensemble along the coordinate
by representing it as a histogram with a variable bin
width.20,21 A correction for correlation effects between
internal coordinates is made by adding the difference of the
quasiharmonic entropies in the presence and absence of
correlations. More rigorous and computationally rather
expensive alternative methods are Meirovitch’s hypothetical
scanning and local states methods that are capable of
including correlation effects beyond second order (see ref 9
and references therein) and the method by Demchuk and co-
workers that was applied to systems with one and two
internal rotational degrees of freedom.22,23

In the present work, we describe a new method for
estimating the conformational entropy of discrete molecular
ensembles. It includes correlation effects up to second order
in the complex representation eiæ of the molecule’s internal
torsion anglesæ. A two-dimensional Gaussian distribution
is assigned to each conformer along each eigenmode, and
the conformational entropy is then determined as the sum
of the entropy terms-∫ p(z) log p(z) dz calculated along
each mode. The method is first tested for a rotational isomeric
state (RIS) model of polymer chains for which entropies can
be determined analytically for reference. Different kinds of
correlation effects are introduced to test the ability of the
model to adequately reflect the entropy reduction associated
with such effects. The model is finally applied to a MD
trajectory of the protein ubiquitin.

2. Methods
We consider a linear polymer chain withNa atoms connected
by bonds of uniform lengthb and fixed bond angles. Each
conformation (conformer) is fully specified by theNd ) Na

- 3 intervening dihedral anglesæk, wherek ) 1, ..., Nd.
The dihedral angles are represented as points on the unit
circle in the complex plane,zk ) eiæk, which circumvents
the modulo 2π ambiguity of æk. Each conformerj is then
specified by a vector|d(j)〉:

For an ensemble ofNc conformers, a complex covariance
matrix C can be defined with elements

where the angular brackets indicate population-weighted
averaging over theNc conformers, for example,〈eiæk e-iæl〉
) ∑j)1

Nc pj eiæk e-iæl wherepj is the population of conformer
j with ∑j pj ) 1, that is, for a conformational ensemble with

a uniform distribution of populationspj ) 1/Nc. Using Euler’s
identity, the matrix elements of eq 2 can be expressed as

where cov(f, g) ) 〈f*g〉 - 〈f* 〉 〈g〉.
A principal component analysis is then applied to matrix

C by solving the eigenvalue problemC|m〉 ) λm|m〉. The
conformational entropy along each eigenmode|m〉 is calcu-
lated in the following way. First, each conformer|d(j)〉 is
projected along eigenmode|m〉, which yields the complex
projection coefficients

The projection coefficients define the probability distribution
of the conformational ensemble along modem,

whereδ(z- cmj) ) δ[x - Re(cmj)] δ[y - Im(cmj)] and where
δ(x) is Dirac’s delta function. Because of the finite number
of conformers,Pm(z) has a singular shape that is unsuitable
for estimating entropies, and a smoothing procedure needs
to be applied first.24 The following procedure is used here:
Pm(z) is convoluted with a 2D Gaussian distribution with a
standard deviationσ, (2πσ2)-1 exp[-zz*/(2σ2)], which is
normalized to ensure that the effective probability is constant.
This yields the smoothed probability distribution

σ is a smoothing parameter that needs to be calibrated in
order to provide quantitative entropies as described below.

The entropy along modem is then obtained by

where the integral extends over the Gaussian plane. Here
and in the following, Boltzmann’s constantkB is omitted;
that is, all entropies are given in units ofkB unless noted
otherwise. To correct for the net effect of the finite widthσ
on the entropy, a reference entropySref, which is independent
of m, is subtracted fromSm

wherePref(z) dz ) (1/2πσ2) exp[-zz*/(2σ2)] dz. Thus, the
total entropy is obtained as

Note that modes with eigenvalueλ ) 0 do not yield a net
contribution toS2D. Because the entropy is computed from
a distribution in the complex plane, that is, in two dimen-
sions, it is termedS2D. For the numerical evaluation ofSm

|d(j)〉 ) {eiæ1(j), eiæ2(j), ..., eiæNd(j)} (1)

Ckl ) 〈eiæk e-iæl〉 - 〈eiæk〉〈e-iæl〉, k, l ) 1, ...,Nd (2)

Ckl ) cov(cosæk, cosæl) + cov(sinæk, sinæl) -
icov(cosæk, sinæl) + icov(sinæk, cosæl) (3)

cmj ) 〈m|d(j)〉 (4)

Pm(z) dz ) ∑
j)1

Nc

pjδ(z - cmj) dz (5)

P̃m(z) dz )
1

2πσ2
∑
j)1

Nc

pj exp[-(z - cmj)(z* - cmj*)/(2σ2)] dz

(6)

Sm ) -∫ P̃m(z) ln P̃m(z) dz (7)

Sref ) -∫ P̃ref(z) lnP̃ref(z) dz (8)

S2D ) ∑
m)1

Nd

(Sm - Sref) (9)
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andSref, in eqs 7 and 8, the integrals over the complex plane
z ) x + iy are replaced by sums over a two-dimensional
grid with boundaries at(5 alongx andy of each projection
coefficient and a grid size ofσ/10. Thus, for each mode,
more than 10 000 grid points are evaluated. The 2D entropy
can be compared with the analytical entropy

which, for uniform populations,pj ) 1/Nc is equivalent to
Boltzmann’s relationshipSa ) ln Nc.

3. Results
The entropy estimator described above is first tested for the
RIS model of simple polymer chains for which the exact
conformational entropy is known. In this model, the polymer
is represented as a linear chain molecule consisting ofNa

atoms with constant bond angles of 109.5° defined by
consecutive atom triples. Each dihedral angleæk, which is
defined by four consecutive atoms, occupies eitherNr ) 3
or Nr ) 2 or rotameric states corresponding to a jump angle

∆æ of 120° and 180°, respectively. For each dihedral angle,
the value of the first rotamer is either 0° (i.e., the four atoms
defining the dihedral angle lie in the same plane forming a
“cis” geometry) or it is chosen randomly between 0° and
360°. Excluded volume effects are considered by excluding
any conformer for which one or more interatomic distances
are shorter than the bond lengthb. For random values of the
first rotamers, the total number of sterically allowed con-
formers may vary for different ensembles with the same
number of dihedral angles.

An example of how discrete sets of projection coefficients
are converted into continuous probability distributions is
given in Figure 1. The projection coefficients are defined in
eq 4, and the probability distributions used to evaluate the
entropy are given in eqs 5-9. The figure shows the
probability distributions for the three largest modes of a linear
chain molecule consisting ofNa ) 6 atoms andNd ) 3
dihedral angles withNr ) 3. The generated ensemble consists
of four conformers with conformer populationsp1 ) 0.4,p2

) 0.3, p3 ) 0.2, andp4 ) 0.1. Panels a-c display the
projection coefficients for the three largest modes withλ1

) 1.243,λ2 ) 0.758, andλ3 ) 0.069. Panels d-f show the
corresponding probability distributionsP̃m(z) after con-

Figure 1. 2D probability distributions and projection coefficients of an ensemble of four conformers belonging to a linear chain
molecule consisting of six atoms with three mobile dihedral angles. The dihedral angles of the four conformers are (æ1, æ2, æ3)
) (259.9°, 314.9°, 311.4°) for conformer 1, (19.9°, 74.9°, 311.4°) for conformer 2, (259.9°, 74.9°, 71.4°) for conformer 3, and
(19.9°, 194.9°, 311.4°) for conformer 4, and their populations are p1 ) 0.4, p2 ) 0.3, p3 ) 0.2, and p4 ) 0.1, respectively. The
covariance matrix C was calculated according to eq 2. Panels a-c show the complex projection coefficients cmj (eq 4) for the
three eigenvectors with nonzero eigenvalues λ1 ) 1.243, λ2 ) 0.758, and λ3 ) 0.069. The x and y axes correspond to the real
and imaginary axes, respectively, of the complex plane. Panels d-f show the corresponding probability distributions calculated
by the convolution of a 2D Gaussian function (panel g) with a standard deviation σ ) 0.3 with the projection coefficients of
panels a-c using eq 6.

Sa ) -∑
j)1

Nc

pj ln pj (10)
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volution with the 2D Gaussian function withσ ) 0.3 (see
eq 6) of Panel g.

3.1. Uncorrelated Dihedral Angles.The effect of the
Gaussian widthσ on the 2D entropyS2D is shown in Figure
2 for Nr ) 3 andNr ) 2 as a function of the number of
dihedral angles and in comparison to the analytical entropies
Sa. σ is set to 0.3, 0.5, and 0.6. For a flip angle of∆æ )
120° andNr ) 3 (panel a), the best agreement betweenS2D

andSa is obtained forσ ) 0.5, whereas forNr ) 2 (Panel
b), the best agreement is obtained forσ ) 0.6. The optimal
value forσ shows a moderate dependence on the underlying
rotameric jump model. The smaller the jump angle, the
smaller is the optimalσ value because discrimination
between the different rotameric states in the probability
distributionP̃m(z) requires a narrower 2D Gaussian convolu-
tion function. The slight scatter in Figure 2 (as well as in
Figure 3) is due to the random character of the first rotamer
of each dihedral angle. A constant rotamer offset generally
leads to smoother behavior.

3.2. Strongly Correlated Dihedral Angles.An essential
criterion for the usefulness of an entropy estimator is that it
faithfully takes into account the presence of correlations and
anticorrelations between degrees of freedom. The behavior
of S2D was tested in this regard by generating ensembles with
a reduced number of effective degrees of freedom by adding
an increasing number of rotameric “mutual exclusivity
constraints”. Each such constraint precludes the simultaneous
presence of two rotamers. For example, a constraint can
impose that rotamer 1 of dihedral angle 5 is mutually
exclusive with rotamer 3 of dihedral angle 7. Such constraints
were randomly generated and successively applied to a 10-
dihedral-angle ensemble withNr ) 3. The original ensemble
consisting of 43 040 conformers that obey the excluded

volume effect was thereby gradually reduced to an ensemble
of only four conformers after adding up to 50 of these mutual
exclusivity constraints. In Figure 3, for each ensemble,S2D

is plotted versusSa. Overall, it shows a good equivalence
between the two measures, although for small ensembles,
S2D tends to slightly overestimate the actual entropy. For
ensembles constructed with other random sets of mutual
exclusivity constraints, very similar relationships between
Sa andS2D are found.

3.3. Undersampling. In many practical (bio-)polymer
applications, conformational space cannot be exhaustively
searched, and a representative subset of conformational space
is sampled instead. A good entropy estimator should allow
extrapolation to the exact entropy from a relatively small
subset of conformers. To testS2D with respect to this
property, a conformational ensemble is generated for the 10-
dihedral-angle chain withNr ) 3. S2D is then calculated for
randomly chosen subsets of structures ranging between 2
and 43 161 conformers. A plot ofS2D versus the number of
conformersNc is given in Figure 4. It shows thatS2D

converges rapidly toward the analytical entropySa ) 10.67.
A very good estimate ofS ) 10.60 is already obtained for
142 conformers, which accounts for less than 0.4% of all
conformers. Since conformers are eliminated randomly,
spurious correlations among dihedrals are mainly introduced
in the limit of small numbers of conformers. This is in
contrast to Figure 3 where significant correlations between

Figure 2. 2D entropy (eq 9) calculated for uniformly populated
ensembles with Nd ) 2-10 dihedral angles and Nr ) 3
rotamers (panel a) and ensembles with Nd ) 2-14 dihedral
angles and Nr ) 2 rotamers (panel b) vs the analytical entropy
Sa ) ln Nc (eq 10). The width σ was set to 0.3 (diamonds),
0.5 (squares), and 0.6 (circles). The insert in panel b shows
the dependence of S2D on σ for eight flexible dihedral angles
(filled circles), and the horizontal line denotes Sa.

Figure 3. Reduction of entropies S2D and Sa for an increasing
number of mutually exclusive pairs of dihedral angles for a
10-dihedral-angle chain with Nr ) 3. The total number of
conformers is gradually reduced from 43 040 conformers in
the absence of correlations (except for excluded volume
effects) to 4 conformers upon introduction of an increasing
number of pairwise correlations.

Figure 4. The effect of incomplete sampling on S2D for a 10-
dihedral-angle chain with Nr ) 3. The initial ensemble of
43 161 allowed conformers was gradually reduced by exclud-
ing an increasing number of randomly selected conformers.
S2D with σ ) 0.5 is plotted as a function of ensemble size Nc.
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dihedral angles exist for any number of conformers. The
convergence does not depend significantly on the value of
σ for the range of interest here (σ ) 0.4-0.7).

3.4. Soft Correlations: Radius of Gyration. In Figure
5, the behavior ofS2D is tested for ensembles whose
conformer populations are biased toward conformers with a
compact structure as reflected in a small radius of gyration.
The conformer populations are given by

whererg,k is the radius of gyration of conformerk computed
as rg,k

2 ) Na
-1 ∑j)1

Na ∆rk,j
2, where ∆rk,j is the distance of

atom j to the center of mass of conformerk and c is a
normalization constant.rg,min is the minimal radius of gyration
of the ensemble, and∆rg is an offset. The larger∆rg, the
more uniformly distributed are the probabilities, whereas for
a small ∆rg, the most compact conformer dominates the
ensemble.

In Figure 5,S2D is compared withSa for the 10-dihedral-
angle conformational ensemble withNr ) 3 using the
conformer probabilities of eq 11 with offset∆rg varied
between 10-6 (low entropy) and 1.0 (high entropy). The total
number of conformers is 43 082, and the smallest and largest
radii of gyration are 2.015 and 2.936, respectively. The good
correlation betweenS2D andSa reflects the sensitive response
of S2D with respect to dihedral angle correlations underlying
the global geometric property of compactness.

3.5. Soft Correlations: Gaussian Interaction Energies.
A different method to introduce correlation effects between
dihedral angles uses a pairwise energy potential function
Eiu,jV, which denotes the energy between theuth rotamer of
dihedral anglei and theVth rotamer of dihedral anglej. Using
a Gaussian energy distribution

whereE0 is an energy offset andσE is the standard deviation;
the total energy of conformerk is given byEk ) ∑i<j ∑uV

Eiu,jV, where the second sum goes over the rotamers occupied
by conformerk; the relative population of a conformerk is
given by pk ) c exp[-Ek/(kBT)], where T is the absolute
temperature. In Figure 6,S2D is compared withSa for the

10-dihedral-angle chain withNr ) 3 andσ ) 0.5 (panel a)
and the 15-dihedral-angle chain with andNr ) 2 andσ )
0.6 (panel b). For all calculations,E0 is set to 10 andσE to
2, andkBT is varied from 0.1 (low entropy) to 1000 (high
entropy). As can be seen from Figure 6, the correspondence
betweenS2D andSa is good in both cases.

3.6. Soft Correlations: Electrostatic Energies.To test
an alternative correlation mechanism, a distance-dependent
interaction energy is used in the form of a Coulomb potential.
For each atom, a charge ofqi ) 1 or qi ) -1 was randomly
assigned with the condition that the total charge of the
molecule is zero. The corresponding Coulomb interaction
takes the formE ) ∑i<j(qiqj/rij). The comparison between
S2D andSa for an ensemble of 10-dihedral-angle chains with
Nr ) 3 and σ ) 0.5 is depicted in Figure 7 with the
temperaturekBT varying between 0.02 (low entropy) and
100.0 (high entropy). Again, a good correspondence between
the approximate and exact entropy measures can be seen,
reflecting the sensitivity ofS2D to the correlation effects
caused by the pairwise atomic Coulomb energy terms.

Figure 5. Correlation between S2D and Sa for an ensemble
of 10-dihedral-angle chains with Nr ) 3 with conformer
populations that are increasingly biased toward compact
conformers as assessed by their radius of gyration: pk ) (rg

- rg,min + ∆rg)-1 (eq 11). ∆rg is varied between 10-6 and 1.0.
The total number of allowed conformers is 43 082.

pk ) c(rg,k - rg,min + ∆rg)
-1 (11)

p(Eiu,jV) ) 1

(2πσE
2)1/2

e-(Eiu,jV-E0)2/(2σE
2) (12)

Figure 6. Comparison between S2D and Sa for a Gaussian
pairwise energy function with kBT varying between 0.1 and
1000. (Panel a) A 10-dihedral-angle chain with Nr ) 3 and σ
) 0.5. (Panel b) A 15-dihedral-angle chain with Nr ) 2 and σ
) 0.6.

Figure 7. Comparison between S2D and Sa for an ensemble
of 10-dihedral-angle chains with Nr ) 3 and σ ) 0.5. Each
atom carries a Coulomb charge of +1 or -1 with the total
molecular charge being neutral. The entropies are calculated
for Boltzmann distributions with different temperatures kBT
ranging from 0.02 to 100.0.
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3.7. Application to Native Ubiquitin. The 2D entropy
measure is applied to an ensemble of snapshots of the
globular protein ubiquitin generated by molecular dynamics
simulation. Despite the branched character of proteins, the
entropy estimator is expected to deliver meaningful results
with respect to the effect of dihedral angle correlations on
the conformational entropy. The simulation was performed
in a box with 2909 explicit water molecules at 300 K using
CHARMM,25 with details to be found elsewhere.26,27 From
a 5 ns trajectory, 1000 snapshots were extracted at a 5 ps
time increment. The trajectory shows a stable behavior with
a root-mean-square deviation of all heavy atoms (backbone
and side chains) around 2 Å.27 Since correlation times of
some rotameric side-chain jump motions fall well into the
nanosecond range, the total side-chain entropy is not fully
converged for a simulation of this length. From each
snapshot, all 151 mobile backboneæ, ψ dihedral angles were
extracted, as well as the 161 mobile side-chain torsion angles,
which amounts to a total of 312 dihedral angles. The 2D
entropy is calculated as outlined in the Methods section using
a standard deviationσ ) 0.5 for the Gaussian convolution
function. The results are summarized in Table 1. For the
total conformational entropyS2D, a value of 483.01 J/mol/K
is obtained. The importance of correlation effects forS2D is
assessed by calculatingS2D after setting all off-diagonal
elements to zero in covariance matrixC. This leads to an
entropy increase of 78.07 J/mol/K. Backbone-backbone
correlations contribute 4.91 J/mol/K, whereas side-chain-
side-chain correlations contribute 53.81 J/ mol/K. The
difference between 53.81+ 4.91) 58.72 J/mol/K and 78.07
J/mol/K is-19.35 J/mol/ K, which reflects the entropy loss
due to correlations between side-chain and backbone dihedral
angles. As a consequence of dihedral angle correlations, the
conformational entropy of the whole protein is reduced by
16.2%, for the backbone by 3.8% and for the side chains by
14.4%. Thus, motional side-chain-side-chain correlations
are the dominant contributor to the conformational entropy
loss in native ubiquitin.

4. Discussion
To gain useful insight into the thermodynamic properties of
macromolecules from computer simulations (i) efficient
sampling of conformational space and (ii) effective conver-
sion of that information into thermodynamic quantities is
required. The entropy measure,S2D, introduced here repre-
sents a simple and robust estimator of the entropy associated
with rotameric transitions of dihedral angles of an ensemble
of conformers. Since dihedral angles are determined modulo

2π, there is an ambiguity in defining the dihedral angle
average and its variance. This difficulty is avoided here by
representing dihedral angles as complex numbers on the unit
circle. Correlation effects between the dihedral angles are
taken into account up to second order in terms of covariances
and followed by a principal component analysis. Since this
involves diagonalization of a complexNd × Nd matrix, the
method is efficient for systems with a small to moderately
large number of dihedral angles. A continuous probability
distribution is constructed for each eigenmode by convolution
with a 2D Gaussian function with widthσ. For an optimal
choice ofσ, information on the rotameric jump angles is
required. This information can be obtained from the molec-
ular force field or from the conformers themselves. The
estimator is tested and calibrated on polymer chain models
for which exact conformational entropies can be calculated
for reference. The method provides good entropy estimates
in the absence and presence of different types of correlation
effects even when only a small fraction of all conformers is
randomly sampled.S2D focuses on the non-Gaussian dihedral
angle distributions, reflecting primarily interconversion
between different rotameric states. For these processes, the
role of dihedral angle correlations is found in ubiquitin to
be on the order of 16%. This contribution is dominated by
motional correlations between side chains. Because of the
finite width of σ and because in eq 9 the reference entropy
Sref is subtracted, dihedral angle variations that are signifi-
cantly smaller thanσ are not manifested inS2D. σ can be
viewed as a measure for the intrinsic structural uncertainty
of a single conformer and thereby acts as a motional filter
for the entropy evaluation: high-frequency vibrations and
other small amplitude motions are not included inS2D

because their fluctuations are typically well-below theσ )
0.5 threshold. Such contributions can be evaluated using a
normal-mode analysis28-30 or quasiharmonic analysis applied
to segments of MD or MC trajectories.3-16
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Abstract: Molecules consisting entirely of nitrogen have been studied extensively for their

potential as high energy density materials (HEDM). One class of potential high-energy nitrogen

molecules is the cage of three-coordinate nitrogen. Previous theoretical studies of cages Nx

have shown that the most stable isomers are cylindrical molecules with 3-fold symmetry and

triangular endcaps, but such molecules are not stable with respect to dissociation. In the current

study, nitrogen cages are modified to include carbon atom substituents. Carbon atoms are studied

for their potential to stabilize the nitrogen structures while maintaining significant levels of energy

release from the molecules. Theoretical calculations are carried out on a sequence of high-

energy cages with carbon and nitrogen. Density functional theory (B3LYP), perturbation theory

(MP2 and MP4), and coupled-cluster theory (CCSD(T)) are used in conjunction with the

correlation-consistent basis sets of Dunning. Stability trends as a function of molecule size are

calculated and discussed.

Introduction
Nitrogen molecules have been the subject of many recent
studies because of their potential as high energy density
materials (HEDM). An all-nitrogen molecule Nx can undergo
the reaction Nx f (x/2)N2, a reaction that can be exothermic
by 50 kcal/mol or more per nitrogen atom.1,2 To be a practical
energy source, however, a molecule Nx would have to resist
dissociation well enough to be a stable fuel. Theoretical
studies3-7 have shown that numerous Nx molecules are not
sufficiently stable to be practical HEDM, including cyclic
and acyclic isomers with eight to twelve atoms. Cage isomers
of N8 and N12 have also been shown7-10 by theoretical
calculations to be unstable. Experimental progress in the
synthesis of nitrogen molecules has been very encouraging,
with the N5

+ and N5
- ions having been recently produced11,12

in the laboratory. More recently, a network polymer of
nitrogen has been produced13 under very high-pressure
conditions. Experimental successes have sparked theoretical
studies1,14,15on other potential all-nitrogen molecules. More
recent developments include the experimental synthesis of

high energy molecules consisting predominantly of nitrogen,
including azides16,17 of various heteroatoms and polyazido
isomers18 of compounds such as 1,3,5-triazine. Future
developments in experiment and theory will further broaden
the horizons of high energy nitrogen research.

The stability properties of Nx molecules have also been
extensively studied in a computational survey19 of various
structural forms with up to 20 atoms. Cyclic, acyclic, and
cage isomers have been examined to determine the bonding
properties and energetics over a wide range of molecules. A
more recent computational study20 of cage isomers of N12

examined the specific structural features that lead to the most
stable molecules among the three-coordinate nitrogen cages.
Those results showed that molecules with the most pentagons
in the nitrogen network tend to be the most stable, with a
secondary stabilizing effect due to triangles in the cage
structure. A recent study21 of larger nitrogen molecules N24,
N30, and N36 showed significant deviations from the pentagon-
favoring trend. Each of these molecule sizes has fullerene-
like cages consisting solely of pentagons and hexagons, but
a large stability advantage was found for molecules with
fewer pentagons, more triangles, and an overall structure
more cylindrical than spheroidal. Studies22,23of intermediate-
sized molecules N14, N16, and N18 also showed that the cage

* Corresponding author phone: (334)229-4718; e-mail:
dstrout@alasu.edu.

† Department of Physical Sciences.
‡ Department of Biological Sciences.
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isomer with the most pentagons was not the most stable cage,
even when compared to isomer(s) containing triangles (which
have 60° angles that should have significant angle strain).
For each of these molecule sizes, spheroidally shaped
molecules proved to be less stable than elongated, cylindrical
ones.

However, while it is possible to identify in relative terms
which nitrogen cages are the most stable, it has been shown7

in the case of N12 that even the most stable N12 cage is
unstable with respect to dissociation. The number of studies
demonstrating the instability of various all-nitrogen molecules
has resulted in considerable attention toward compounds that
are predominantly nitrogen but contain heteroatoms that
stabilize the structure. In addition to the experimental
studies16-18 cited above, theoretical studies have been carried
out that show, for example, that nitrogen cages can be
stabilized by oxygen insertion24,25 or phosphorus substitu-
tion.26 The phosphorus study predicted the stability of a
molecule of N6P6, but phosphorus is a high-mass atom that
does not contribute appreciably to energy release. These
atoms dilute the energy-per-unit-mass properties of the
molecule. Therefore, in designing a viable HEDM, it is not
only necessary to have a stable molecule but also desirable
to minimize the number and mass of heteroatoms and thereby
maximize energy production from the HEDM. In the current
study, several molecules are studied whose structures are
based on the most stable N12 and N18 but with carbon atoms
(much lighter than phosphorus) substituted into the cage
network. The stability of carbon-nitrogen cages is deter-
mined by theoretical calculations of the energies of various
dissociation pathways of each molecule.

Computational Details
Geometries are optimized with density functional theory27,28

(B3LYP) and second-order perturbation theory29 (MP2).
Single energy points are calculated with fourth-order per-
turbation theory29 (MP4(SDQ)) and coupled-cluster theory30

(CCSD(T)). Multireference effects are calculated by complete
active space (CASSCF(4,4)) calculations with MP2 energies
included. Molecules are optimized in the singlet state, and
dissociation intermediates are optimized in the triplet state,
which is the ground state for all dissociations in this study.
The basis sets are the double-ú (cc-pVDZ), augmented
double-ú (aug-cc-pVDZ), and triple-ú (cc-pVTZ) sets of
Dunning.31 Vibrational frequencies have been calculated at
the MP2/cc-pVDZ level of theory for N6C6H6 and for all its
dissociation intermediates. For the larger intact molecules,
B3LYP/cc-pVDZ frequencies have been calculated. The
Gaussian03 computational chemistry software,32 and its
Windows-based counterpart Gaussian03W, have been used
for all calculations in this study.

Results and Discussion
The first molecule under consideration in this study is a
variation on the most stable N12 cage. The molecule has two
triangular endcaps that have been replaced by carbon atoms.
Including the hydrogens that are added for the fourth bond
of carbon, this molecule has the formula N6C6H6 and is
shown in Figure 1. The molecule hasD3d point group

symmetry and three symmetry-independent bonds, and the
intermediates for breaking each bond are shown in Figures
2-4. The dissociation energies for bond-breaking processes
of N6C6H6 are shown in Table 1. (The molecule and all of
its one-bond-breaking intermediates are been verified as local
minima, and the effects of zero-point energy and free energy
are shown in Table 1.) MP2 and B3LYP energies do not
agree, with B3LYP giving lower bond dissociation energies.
The most easily broken bond is the nitrogen-nitrogen (NN)
bond, but even this bond has a dissociation energy of more
than 30 kcal/mol at the CCSD(T)/cc-pVDZ level of theory,
which is the most reliable method in this study. The MP4/
cc-pVDZ results agree closely with CCSD(T). Basis set
effects from diffuse functions (aug-cc-pVDZ) or higher
angular momentum functions (cc-pVTZ) tend to increase the
bond dissociation energies. Multireference effects on the
dissociation energies have been calculated by CASSCF(4,4)
calculations with MP2 corrections, resulting in increases in
the dissociation energies by 5-8 kcal/mol. Since all of the
bonds in the N6C6H6 have high dissociation energies, this
molecule is probably a good candidate for a practical HEDM.
However, this molecule is only 52% nitrogen by mass, and
since nitrogen is the source of the energy release, it would
be desirable to increase the percentage of nitrogen in the
molecule if possible while maintaining stability.

Figure 1. N6C6H6 molecule (D3d point group symmetry).
Symmetry-independent bonds are labeled. Nitrogen is shown
in white, carbon in black, and hydrogen in gray.

Table 1. Bond-Breaking Energies for N6C6H6 Moleculea

bonds (see Figure 1)

energy geometry CC CN NN

B3LYP/cc-pVDZ B3LYP/cc-pVDZ +68.4 +85.8 +21.3

MP2/cc-pVDZ MP2/cc-pVDZ +78.7 +105.5 +42.5

MP2(+ZPE)/cc-pVDZ MP2/cc-pVDZ +76.6 +102.5 +41.5

MP2(+free energy)/
cc-pVDZ

MP2/cc-pVDZ +74.6 +100.3 +39.7

CAS(4,4)MP2/cc-pVDZ MP2/cc-pVDZ +83.3 +111.8 +49.9

MP2/aug-cc-pVDZ MP2/aug-cc-pVDZ +78.5 +106.5 +44.9

MP2/cc-pVTZ MP2/cc-pVTZ +81.7 +109.2 +45.2

MP4/cc-pVDZ MP2/cc-pVDZ +71.3 +96.1 +31.8

MP4/aug-cc-pVDZ MP2/aug-cc-pVDZ +70.6 +96.3 +33.3

CCSD(T)/cc-pVDZ MP2/cc-pVDZ +71.4 +93.0 +31.4
a Energies in kcal/mol.
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It is possible to design a molecule with the same carbon
end-caps with two six-membered rings of nitrogen instead
of only one. This molecule has a formula N12C6H6 and is
shown in Figure 5. This molecule is 68% nitrogen by mass
and more energetic than N6C6H6 as shown in Table 2, but is

it stable with respect to dissociation? Bond-breaking energies
are shown in Table 3 for the four symmetry-independent
bonds (inD3h symmetry). As with N6C6H6, the weakest bond
is the nitrogen-nitrogen bond (NN1) within a ring of
nitrogen (as opposed to NN2, which connects the two rings
of nitrogen). The bond-breaking energy is much lower than
in the smaller molecule, 12 kcal/mol lower at the MP2/cc-
pVDZ level of theory, and 9 kcal/mol at the MP4/cc-pVDZ
level of theory. At the highest level of theory in this study,
the molecule has less than 30 kcal/mol resistance to dis-
sociation and is likely only a marginal candidate for HEDM.
This is an effect similar to what was shown25 for a series of
carbon-oxygen-capped molecules with stacked six-mem-
bered rings of nitrogen. It seems that ring-stacking nitrogen
upon nitrogen leads to weakening of N-N single bonds for
large nitrogen cage structures.

Would separating the two nitrogen rings result in a stability
enhancement for the molecule? Figure 6 shows a molecule
with another triangle of carbon between the two rings of
nitrogen. This molecule has the formula N12C9H6, which is
60% nitrogen by mass. The molecule hasD3h point group
symmetry and five symmetry-independent bonds. The dis-

Figure 2. N6C6H6 molecule, with a C-C bond broken.
Nitrogen is shown in white, carbon in black, and hydrogen in
gray.

Figure 3. N6C6H6 molecule, with a C-N bond broken.
Nitrogen is shown in white, carbon in black, and hydrogen in
gray.

Figure 4. N6C6H6 molecule, with a N-N bond broken.
Nitrogen is shown in white, carbon in black, and hydrogen in
gray.

Figure 5. N12C6H6 molecule (D3h point group symmetry).
Symmetry-independent bonds are labeled. Nitrogen is shown
in white, carbon in black, and hydrogen in gray.

Table 2. Free Energies of Reaction for Molecules in This
Study, Calculated by the B3LYP/cc-pVDZ Method

molecule reaction kcal/mol kcal/g

N6C6H6 N6C6H6 f 3N2 + C6H6 -271.0 -1.7
N12C6H6 N12C6H6 f 6N2 + C6H6 -561.8 -2.3
N12C9H6 N12C9H6 f 6N2 + (1/2)C6H6 +

(1/4)C24H12

-555.1 -2.0

N18C12H6 N18C12H6 f 9N2 + (1/2)C24H12 -840.8 -2.1
N6P6 N6P6 f 3N2 + (3/2)P4 (ref 26) -230.8 -0.9

Table 3. Bond-Breaking Energies for N12C6H6 Moleculeb

bonds (see Figure 5)

energy geometry CC CN NN1 NN2

B3LYP/cc-pVDZ B3LYP/cc-pVDZ +70.6 +76.8 a a
MP2/cc-pVDZ MP2/cc-pVDZ +80.8 +104.0 +30.5 +86.2

MP4/cc-pVDZ MP2/cc-pVDZ +73.4 +95.6 +23.1 +75.3

MP2/aug-cc-pVDZ MP2/aug-cc-pVDZ +80.6 +105.1 +33.7 +88.9
a Geometry optimization was unsuccessful. b Energies in kcal/mol.
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sociation energies for each bond are shown in Table 4. For
the weakest bond in both molecules (N12C6H6 and N12C9H6),
which is a nitrogen-nitrogen bond, the additional ring of
carbon results in 6 kcal/mol of additional stability at the MP2/
cc-pVDZ level of theory (+36.7 versus+30.5 kcal/mol
dissociation energy). At the MP4/cc-pVDZ level of theory,
the stability advantage of the additional ring of carbon
diminishes to about 2 kcal/mol (+25.3 versus+23.1 kcal/
mol).

The structure of N12C9H6 can be extended with another
ring of six nitrogens and a ring of three carbons to form a
larger molecule with formula N18C12H6. This molecule is
shown in Figure 7 and consists of 63% nitrogen by mass.
The molecule has seven symmetry-independent bonds be-
tween heavy atoms, and the dissociation energies for the

bonds are shown in Table 5. The results indicate that the
weakest bond in the molecule is a nitrogen-nitrogen bond
in the central ring of nitrogen atoms. Comparing MP2/cc-
pVDZ results with the smaller N12C9H6 reveals that the
molecule with three rings of nitrogen is less stable than the
molecule with two. N18C12H6 can break an N-N bond more
easily (by about 6 kcal/mol) than N12C9H6. The N18C12H6

molecule is therefore unlikely to be a stable HEDM.

Conclusion
Carbon is a viable heteroatom substituent in stabilizing N12

to form the stable N6C6H6. However, lengthening schemes
designed to extend the stabilizing features of N6C6H6 to
larger, nitrogen-richer molecules result in molecules that are
less stable than N6C6H6. These larger molecules are therefore
less likely to serve as a practical high energy density material
(HEDM). As a substitute for nitrogen, the lighter carbon
atoms have a less drastic effect on energy output than the
heavier, previously studied phosphorus atom substituents.
The N6C6H6 molecule is stable enough to serve as an HEDM,
and it should have energy release properties much more
favorable than N6P6.
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Abstract: The aromatic/antiaromatic characteristics of B-N and P-N analogues of benzene

and cyclobutadiene have been studied using quantum chemical methods. We use established

parameters such as nucleus-independent chemical shifts, charge density at the ring critical point,

and stabilization energies to quantify the nature of interactions in these molecular systems.

B3N3H6 and N3P3F6 resemble benzene in being aromatic, albeit to a lesser extent, while B2N2H4

and N2P2F4 are found to be aromatic, opposite to that for cyclobutadiene. A σ-π separation

analysis has been performed to critically examine the contributions from the π electrons compared

to that from the σ backbone. The structural aspects in the weak interaction limits such as the

H-bonded cyclic trimers of HX (X ) F, Cl, and Br) have also been investigated. Even in such

weak interaction limits, these cyclic systems are found to be substantially stable. These H-bonded

systems exhibit nonlocal polarizations across the full-perimeter of the ring that lead to aromaticity.

We propose the term “H-bonded aromaticity” for such closed-loop weakly delocalized systems.

This new formalism of aromaticity has the potential to explain structures and properties in

supramolecular systems.

I. Introduction
Aromaticity is a well-known and useful concept in organic
chemistry. Though the initial interpretation of aromaticity
was based only on one-electron theories such as the Hu¨ckel
model, modern quantum chemical calculations have now
established this concept on a firm footing.1 The rapid
synthesis and characterization of new molecules exhibiting
aromaticity/antiaromaticity have further fueled the interest
in these systems.2,3 From the conventional rules of aroma-
ticity/antiaromaticity in organic molecules, the concept has
been recently introduced to all-metal clusters with the
proposal of d-orbital aromaticity andσ aromaticity.4-6 The
past decade has also witnessed a renewed interest in concepts
such as Mo¨bius aromaticity with the synthesis of molecular
Möbius systems.7 Also in the same context, three-dimen-
sional aromaticity in molecular complexes has led to the

stabilization of many otherwise unstable molecular systems8

and organometallic sandwich complexes, for example, di-
nuclear Zn complexes (Cp*2-Zn2) (Cp) cyclopentadiene).9

Central to the concept of aromaticity and antiaromaticity
is the simple yet widely successful Hu¨ckel rule that predicts
(4n + 2)π planar electronic systems to be aromatic and
stable, while 4nπ electronic systems are antiaromatic and
unstable. The Hu¨ckel rule is very successful in representative
organic molecules such as benzene and cyclobutadiene. It
is also quite applicable to heterocyclic organic molecules.10

However, the application of the rule cannot be extended to
the realms of inorganic molecules. The aromaticity in
inorganic molecules such as borazine and phosphazene has
been a long-debated issue. For example, though B3N3H6 and
N3P3F6 have a resemblance to benzene, both in structure and
reactivity, these molecules differ substantially from benzene,
and such differences have been widely reported in the
literature.11 However, for the four-membered ring systems* Corresponding author e-mail: pati@jncasr.ac.in.
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such as B2N2H4 and N2P2F4, synthesis has been quite difficult,
and only a few four-membered ring systems with sterically
hindered ligands have been realized so far.12 Thus, in the
4nπ manifold of these charge transfer (CT) complexes, the
structure-property relationship is yet to be fully understood.

For the present work, we consider various four- and six-
membered rings of homonuclear and heteronuclear systems.
These rings are either stabilized through a complete delo-
calization of theπ electrons (as for homonuclear systems)
or through a partial or complete charge transfer ofπ electrons
due to electronegativity differences between the atoms (as
for heteronuclear systems). We also consider a class of cyclic
systems where the stabilization is due to weak hydrogen-
bonding interactions. H-bonded interactions are known to
follow directionality,13,14 and on the basis of graph theory
analyses,15,16 it has been suggested that cyclic polygonal
closed-loop structures are stable geometries for H-bonded
molecules. Similar conclusions are also derived from modern
quantum chemical calculations.17 The nature ofσ-electron
delocalizations and, thus, aromaticity has been critically
examined for such molecules. We, thus, compare and contrast
the aromaticity or the lack of it in complexes ranging from
purely covalent, to ionic, to partially ionic, to weakly
interacting systems.

In the next section, we perform ab initio calculations on
the homoatomic (C6H6 and C4H4) and heteroatomic (B3N3H6,
N3P3F6, B2N2H4, and N2P2F4) systems. Following the cal-
culations, we critically examine the aromaticity/antiaroma-
ticity characteristics for these systems along with the weakly
interacting H-bonded systems. We then critically examine
the role of the delocalizedπ electrons and theσ framework
in rationalizing the stability for the molecular structures.
Finally, we conclude the paper with a summary of the results.

II. Computational Details and Results
All the geometries for the molecular systems considered in
this work have been fully optimized at the density functional
theory (DFT) level using the Becke, Lee, Yang, and Parr
three-parameter correlation functional (B3LYP) at the
6-311G++(d,p) basis set level.18 All the calculations have
been performed using the Gaussian 03 set of programs.19

Additional calculations at the MP2 level have been performed
to further verify the structures for these molecules. Also,
frequency calculations are performed to confirm the ground-
state structures (see Supporting Information).

In Figure 1, the optimized structures for all theπ-delo-
calized systems are shown. It is seen that, for the homoatomic
systems, C6H6 and C4H4 (Figure 1a and b), the bond-length
alterations (BLAs; defined as the average difference between
the bond lengths of two consecutive bonds) are 0.00 and
0.24 Å, representing aromatic and antiaromatic features,
respectively. The six-membered heteroatomic clusters, B3N3H6

and N3P3F6 (Figure 1c and e), have a 0 BLA high-symmetric
hexagonal structure. For the four-membered rings, B2N2H4

and N2P2F4 (Figure 1d and f), the structures are rhombohedral
with equal bond lengths and unequal diagonal lengths. For
B2N2H4, the shorter and longer diagonals are 1.90 and 2.15
Å, respectively, and for N2P2F4, they are 2.15 and 2.47 Å,
respectively. Thus, for the homoatomic C4H4, John-Teller

(JT) distortion leads to a rectangular geometry from a square
geometry, while for the heteroatomic four-membered ring
systems, such distortions lead to a rhombohedral geometry.

In Figure 2, we show the highest occupied molecular
orbitals (HOMO) for the above-mentioned molecular sys-
tems. For the homoatomic molecular systems such as C6H6

and C4H4 (Figure 2a and b), the nodal plane passes through
the bonds and the MO is delocalized over each atom. But,
for B3N3H6 and N3P3F6 (Figure 2c and e), the MOs are
indicative of electronegativity differences. For the four-
membered ring systems, B2N2H4 and N2P2F4 (Figure 2d and
f), very large contributions are observed for the N atoms
and negligible contributions from the electropositive atoms
are observed, suggesting CT from the N orbital to the vacant
orbitals (pz orbital of B and dxz and dyz orbitals of P). As
expected on the basis of symmetry and relative electrone-
gativities, for B2N2H4 (Figure 2d), the node passes through
the less electronegative B atoms. In sharp contrast, the node
passess through the longer C-C bonds for C4H4 (Figure 2b).

The case of the four-membered B-N compound, B2N2H4,
requires a special mention. The ground-state structure
corresponds to a puckering of 17.3° from planarity. However,
the bond lengths are all equivalent, suggesting that the lone
pair of electrons on the N atom are localized and are not
transferred to the nearby B atom, and a resonance form
similar to that for C4H4 (two alternate short and long bonds)
is not realized. In fact, the planar structure for B2N2H4 is

Figure 1. Ground-state optimized geometries of (a) C6H6,
(b) C4H4, (c) B3N3H6, (d) B2N2H4, (e) N3P3F6, and (f) N2P2F4.
Bond lengths in Å shown for each structure.
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1.00 kcal/mol higher in energy compared to the puckered
structure and has one imaginary frequency corresponding to
the out-of-plane bending mode of the atoms. However, a
difference of 1 kcal/mol in energies between these two
structures is comparable to the thermal energy at room
temperature (0.6 kcal/mol). Thus, there is a possibility for
such four-membered rings to exist in two different poly-
morphs: the planar and the puckered forms. We performed
a search for such polymorphs in the Cambridge Crystal-
lographic Database20 (CCSD) for the four-membered B2N2

ring systems and had 47 hits. Of them, two compounds show
polymorphism in the ring structure. For example, the crystal
of 1,3-di-tert-butyl-2,4-bis(pentafluorophenyl)-1,3,2,4- di-
azadiboretidine (CCSD code: BFPDZB) crystallizing in an
I2/c point group has a planar B2N2 unit,21 while the tetrakis-
(tert-butyl)-1,3,2,4-diazadiboretidine crystal (CCSD code:
CETTAW) with a point group ofPc maintains a puckered
B2N2 unit with a puckering angle of 18°.22 Note that our
computed structure also has a similar puckering angle. Thus,
the existence of the two crystal polymorphs in the B2N2 unit
strongly support our calculations.

III. Aromaticity Criteria
For a quantitative measurement of aromaticity/antiaromaticity
in these systems, we have calculated the nucleus-independent
chemical shifts (NICS) at the center of each ring structure.
Compounds with exalted diamagnetic susceptibility are
aromatic, while those showing paramagnetic susceptibilities

are antiaromatic.23 Also, another parallel method to charac-
terize aromaticity/antiaromaticity is to calculate the charge
density (FRCP) and its Laplacian (∇2FRCP) at the ring critical
point. In general, molecules with similar architecture share
similar topological features and, thus, serve as a tool for
understanding structural aspects in molecules. There have
been intense efforts to relate these topological aspects with
aromaticity/antiaromaticity criteria recently.24

In Table 1, we tabulate the magnitudes of the BLA,
stabilization energies, NICS,FRCP, and∇ 2FRCP for all the
systems. We calculate the stabilization energies as the
difference in energy between the molecules reported and the
independent fragments such as

These reported energies are corrected for thermal parameters

(zero-point energies and the entropy corrections). Note that
the stabilization energies for the weakly interacting systems
are corrected for basis set superposition errors using coun-
terpoise corrections.25

We first discuss the magnetic criteria for characterizing
aromaticity/antiaromaticity in these systems. As evident from
Table 1, all the systems except C4H4 show aromaticity
(negative NICS). Among the six-membered rings, the aro-
maticity in the systems follows the order C6H6 > N3P3F6 >
B3N3H6, following the order of decreasing covalency in these
systems. For C6H6, the conjugation is most effective because
of pπ-pπ overlap, while it decreases for N3P3F6, because
of less-effective pπ-dπ overlap. For borazine, however, such
orbital overlap is poor, and the stabilization in B3N3H6 is
primarily due to CT from N to B. In the four-membered
systems, aromaticity follows the order N2P2F4 > B2N2H4 >
C4H4 (antiaromatic). The decrease in aromaticity from N2P2F4

to B2N2H4 arises as a result of stronger covalency in the N-P
bond compared to that of the B-N bond.

Figure 2. Highest occupied molecular orbitals (HOMOs) of
(a) C6H6, (b) C4H4, (c) B3N3H6, (d) B2N2H4, (e) N3P3F6, and
(f) N2P2F4.

Table 1. Magnitudes of Bond Length Alteration (BLA) in
Å, Stabilization Energies in kcal/mol (∆E),
Nucleus-Independent Chemical Shift (NICS) in ppm,
Charge Density at the Ring Critical Point (FRCP) in e/Å3

Units, and Laplacian of the Charge Density (∇2FRCP) in e/Å5

Units for the Systems Considered in the Present Study

systems BLA ∆E NICS FRCP ∇2FRCP

C6H6 0.00 -219.36 -8.072 0.022 0.161
C4H4 0.24 -52.29 35.763 0.102 0.458
B3N3H6 0.00 -142.16 -1.595 0.020 0.119
B2N2H4 0.00 -49.35 -2.921 0.099 0.369
N3P3F6 0.00 -238.51 -6.912 0.020 0.095
N2P2F4 0.00 -105.61 -10.874 0.104 0.210
(HF)3 0.90 -10.94 -2.94 0.008 0.046
(HCl)3 1.29 -4.23 -1.98 0.002 0.006
(HBr)3 1.35 -1.67 -1.89 0.002 0.006

CnHn f n/2C2H2 (molecular)

BnNnH2n f nBNH2 (molecular)

NnPnF2n f nNPF2 (molecular)

(HX)n f nHX (supramolecular)
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In Figure 3, we report the ground-state optimized geom-
etries of the weakly interacting systems: (HX)3, (X ) F,
Cl, and Br). (HF)3 forms the most compact cyclic structure
(as evident from the stabilization energies and BLA),
followed by (HCl)3 and (HBr)3. All three of these H-bonded
systems have a stable ground-state cyclic geometry, as
evident from the absence of any imaginary frequencies in
their optimized structures (see Supporting Information). Thus,
there is a predominating tendency for these systems to
assume a cyclic geometry. This is, in principle, identical to
the origin of the high symmetric 0 BLA structures of the
conventional aromatic systems such as benzene. The exist-
ence of aromaticity is evident from the NICS values (in ppm)
of -2.94,-1.98, and-1.89 for (HF)3, (HCl)3, and (HBr)3,
respectively. The decreasing aromaticity in the series follows
the trend of their decreasing strength of H bonding and the
stability of the cyclic H-bonded systems.

The issue of aromaticity in H-bonded systems has been
dealt with in the literature in the context of resonance-assisted
H bonding forπ-conjugated systems such as the enol form
of â-diketone.26 For example, thecis-2-enol form of acetyl-
acetone, where the proton is shared equally by the two O
atoms, corresponds to the ground-state geometry.27 The
stability of these structures is understood on the basis of the
formation of a six-membered ring containing 6π electrons
and, thus, aromatic characteristics. However, note that, for
our (HX)3 systems, the stability has its origins in the
delocalization of theσ electrons. The stabilization energies
(after incorporation of zero-point and entropy corrections)
associated with suchσ aromaticity in (HF)3, (HCl)3, and
(HBr)3 are-10.94,-4.23, and-1.67 kcal/mol, respectively.

For a quantitative estimation of the role of H bonding in
introducing polarization across the full perimeter of these
cyclic systems, we calculate the polarizabilities for these
systems asRring ) Rj trimer - 3Rjmonomer, where we define the

isotropic average polarizability for the trimer and monomer
as

where the sums are over the coordinatesx, y, andz (i ) x,
y, and z). The calculated polarizabilities areRj ring(HF) )
+2.24 au,Rj ring(HCl) ) +7.97 au, andRj ring(HBr) ) +12.16
au. Note that, for all three of the H-bonded complexes, there
is a cooperative enhancement of polarizability, suggesting
extended delocalization across the ring. Also, the order of
increasing polarizability,Rj ring(HF) < Rj ring(HCl) < Rj ring(HBr),
follows the decreasing electronegativity in X along group
17 of the periodic table. This leads to a more facile
delocalization of σ electrons for the weaker H-bonded
systems as compared to the strongest H bonding in HF.
However, the aromaticity index (NICS) suggests larger
aromaticity for HF and HCl compared to HBr primarily
because of a more compact structure (smaller surface area),
leading to stronger diamagnetic ring current.

An analysis of the charge density (FRCP) and the Laplacian
of the charge density (∇2FRCP) at the ring critical points for
these systems reveals clear distinctions between the nature
of interactions in the rings (Figure 4). BothFRCPand∇2FRCP

show maximum localizations for the four-membered rings
C4H4, B2N2H4, and N2P2F4, followed by the six-membered
rings C6H6, B3N3H6, and N3P3F6 (see Table 1 for the values
for each system). The H-bonded systems also show a
localization of electrons at the ring critical points, suggesting
substantial stability in these cyclic systems, supporting results
derived from our NICS calculations. Consistent with the
maximum stability of the (HF)3 H-bonded system, bothFRCP

and ∇2FRCP are also highest for it. Thus, both NICS and
topological aspects suggest substantial electronic delocal-
izations across the weakly interacting rings.

IV. σ-π Separation Analysis
As already discussed, the delocalization of theπ electrons
over the cyclic architectures differ for the homoatomic and
heteroatomic systems. Unlike carbon, nitrogen and phos-
phorus do not have a straightforwardσ-π separation of their

Figure 3. Ground-state optimized geometries of weakly
interacting systems (a) (HF)3, (b) (HCl)3, and (c) (HBr)3. Bond
lengths in Å are shown for each structure.

Figure 4. Charge density (upper panel) and laplacian of the
charge density (lower panel) at the ring critical points of (A)
(HCl)3, (B) (HBr)3, (C) (HF)3, (D) B3N3H6, (E) N3P3F6, (F) C6H6,
(G) B2N2H4, (H) C4H4, and (I) N2P2F4.

Rj )
1

3
∑

i
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lower energy levels. Currently, there are efforts to understand
aromaticity on the basis of the all-electron models where
bothσ andπ electrons are explicitly taken into account and
the overall structure is controlled by the predominance of
either of the energy scales.28 One of the most direct methods
for considering the role ofσ andπ electrons is to separate
the total energy of the system intoσ andπ components. For
realizing theσ contribution to the structure, we consider the
highest spin (H. S.) state for the systems and freeze all the
π electrons in H. S. configuration. Thus, for the six-
membered rings such as C6H6, B3N3H6, and N3P3F6, the H.
S. state corresponds toS) 3, while for the four-membered
systems such as C4H4, B2N2H4, and N2P2F4, the H. S. state
has a spin ofS) 2. Theπ energy for a system is calculated
asE(π) ) E(G. S.)- E(H. S.), whereE(G. S.) corresponds
to the energy of the singlet (S) 0) state. We have recently
benchmarked this method ofσ-π separation for both organic
and inorganic molecules.29

In Figure 5, we report thisσ-π analysis for C6H6, C4H4,
B3N3H6, and N3P3F6, as a function of distortion (BLA) in
the rings using∆E(π) ) ∆E(G. S.)- ∆E(H. S.), where the
energies are scaled so that the most stable structure corre-
sponds to the zero of energy. Note that we define∆E(H. S.)
) ∆E(σ). For benzene (Figure 5a), the symmetricD6h

structure (0 BLA) is associated with the stabilization of the
σ energy, while theπ energy stabilizes the distorted structure.
The energy scale forσ equalization overwhelms theπ
distortion (by 20 kcal/mol), and thus, the symmetric structure
for benzene is stabilized. One can clearly observe the role
of the σ energies in controlling the structure of benzene.
Similar results have also been reported previously.30 Contrary
to the situation for benzene, C4H4 (Figure 5b) showsπ
distortion overwhelmingσ equalization. Thus, the distorted
D2h structure is stabilized over the undistorted structure. Note
that, for these homoatomic systems, we derive results
identical to those well-known fromπ-only electron theories
claiming benzene to be aromatic (0 BLA) and C4H4 to be
JT-distorted antiaromatic.

The heteroatomic B-N and P-N systems also show
similar electronic features (Figure 5c and d). B3N3H6 is
identical to benzene in beingσ-equalized andπ-distorted.
However, compared to benzene, theσ-equalization energy
is smaller (by 5 kcal/mol), suggesting B3N3H6 to be less
aromatic, a result already derived from both NICS and
topological analysis. N3P3F6, on the contrary, shows double
equalization, and bothπ andσ energies stabilize the 0 BLA
structure. While,σ equalization is expected for a cyclic
structure,π equalization suggests the predominating p(π)-
d(π) delocalizations.

N2P2F4 (Figure 6a), on the other hand, isσ-distorted but
π-equalized (withπ equalization>σ distortion by 10 kcal/
mol), suggesting strongπ delocalization overwhelming minor
JT distortion. Thus, N2P2F4 may be considered asπ-aromatic.
In B2N2H4, for both the planar (Figure 6b) and the puckered
structures (Figure 6c),σ equalization overwhelmsπ distortion
(by 10 kcal/mol). Thus, both the structures correspond to
predominantlyσ-aromatic 0 BLA geometries.

From the aboveσ-π analysis, it is clear that JT distortion
in the backbones leads to structures with large BLAs. We
have performed an analysis of the fragmentation of the total
energy into contributions from the nuclear-nuclear (Vnn),
electron-nuclear (Ven), electron-electron (Vee), and kinetic
energy (K.E) components as a function of BLA. The results
for each of the systems are shown in Figure 7. For all cases,
the electron-nuclear (Ven) component favors distortion, while
Vnn, Vee, and K.E have a preference for the undistorted
structure. TheVnn, Vee, and K.E components are stabilized
in structures with 0 BLA as they are associated with a
complete delocalization of electrons across the ring. For large
BLAs, electrons are localized in the shorter bonds. Thus,
the actual preference for the highly symmetric or distorted
structure is governed by the competition between all other
components andVen. In C6H6, Ven is overwhelmed by the
other components (Figure 7a), while in the case of C4H4,
Ven is the major component (Figure 7b) and the structure is
overall distorted. The preference for the heteroatomic systems
such as B3N3H6 (Figure 7c), B2N2H4 (planar) (Figure 7d),

Figure 5. σ-π separation of energies for (a) C6H6, (b) C4H4,
(c) B3N3H6, and (d) N3P3F6. Energies are reported in kcal/
mol and BLA in Å. Circles and squares correspond to σ and
π energies, respectively.

Figure 6. σ-π separation of energies for (a) N2P2F4, (b)
B2N2H4 (planar), and (c) B2N2H4 (puckered). Energies are
reported in kcal/mol and BLA in Å. Circles and squares
correspond to σ and π energies, respectively.
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N3P3F6 (Figure 7e), and N2P2F4 (Figure 7f) adapting to a
highly symmetric structure (0 BLA) is also clearly under-
stood from the fact that, for these systems,Ven is only a minor
component.

V. Conclusions
We have considered aromaticity and antiaromaticity in
various molecules. Organic molecules such as C6H6 and C4H4

are stabilized through isotropic delocalization of theπ
electrons over the full perimeter of the rings. The CT and
p(π)-d(π) interactions in B3N3H6 and N3P3F6, respectively,
lead to aromaticity in these systems although the aromatic
character is less than that of benzene. Four-membered
heteroatomic systems such as N2P2F4 and B2N2H4 are also
aromatic.

Apart from the covalently bonded systems, the weakly
interacting H-bonded systems also have aromatic character-
istics. In fact, it is the weak aromaticity developed as a result
of the nonlocal nature of these interactions that stabilizes
such systems. Finally, we propose that aromaticity is a single
parameter that includes all specific interactions in the weakly
interacting cyclic systems and provides a global tool to
understand their structures.
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Abstract: The nuclear shielding and spin-spin coupling constants of 119Sn in stannane,

tetramethylstannane, methyltin halides Me4-nSnXn (X ) Cl, Br, I; n ) 1-3), tin halides, and

some stannyl cations have been investigated computationally by DFT methods and Slater all-

electron basis sets, including relativistic effects by means of the zeroth order regular

approximation (ZORA) method up to spin-orbit coupling. Calculated 119Sn chemical shifts

generally correlate well with experimental values, except when several heavy halogen atoms,

especially iodine, are bound to tin. In such cases, calculated chemical shifts are almost constant

at the scalar (spin-free) ZORA level; only at the spin-orbit level is a good correlation, which

holds for all compounds examined, attained. A remarkable “heavy-atom effect”, analogous to

that observed for analogous alkyl halides, is evident. The chemical shift of the putative stannyl

cation (SnH3
+) has also been examined, and it is concluded that the spectrum of the species

obtained in superacids is inconsistent with a simple SnH3
+ structure; strong coordination to

even weak nucleophiles such as FSO3H leads to a very satisfactory agreement. On the contrary,

the calculated 119Sn chemical shift of the trimesitylstannyl cation is in very good agreement with

the experimental value. Coupling constants between 119Sn and halogen nuclei are also well-

modeled in general (taking into account the large uncertainties in the experimental values);

relativistic spin-orbit effects are again quite evident. Couplings to 13C and 1H also fall, on the

average, on the same correlation line, but individual values show a significant deviation from

the expected unit slope.

Introduction
The chemistry of tin compounds is important in a variety of
contexts, spanning basic research and industrial applications.1-3

Tin exhibits two oxidation states, Sn(II) and Sn(IV), the latter
being the more stable. Organometallic derivatives of Sn(IV)
are produced in bulk amounts for a large variety of industrial,

agricultural, and biological uses.4,5 Their use in human cancer
treatment is also documented.6,7

Most of the structural properties of Sn(IV) compounds
arise from its ability to expand its coordination number; this
is often higher than the expected four, particularly when
bound to more electronegative atoms or to weak donor
ligands. This ability is responsible for differences between
the solution phase and the solid-state structure of the same
compound.

Although Mössbauer spectroscopy is a well-established
technique for structure investigations of tin compounds in
the solid state and frozen solutions, tin NMR is a more
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generally applicable tool to probe their structure and reactiv-
ity in solution. Natural tin occurs as three magnetically active
isotopes:115Sn (natural abundance) 0.35%),117Sn (natural
abundance) 7.61%), and119Sn (natural abundance)
8.58%).1 Owing to their fairly high natural abundance, the
117Sn and119Sn isotopes are amenable to experimental NMR
studies, although119Sn is generally preferred, owing to its
higher magnetogyric ratio. Very few usages of115Sn in NMR
are reported.8

119Sn chemical shifts cover a range from ca.+4000 to
-2500 ppm, using tetramethyltin (SnMe4) as a reference,
and several reviews on tin NMR have been published.9-11

As is the case for most metal nuclei, there are few general
rules to predict the relationship between structure and NMR
spectral features. It is now established that several contribu-
tions affect119Sn chemical shifts, such as the nature of the
ligands, the coordination number, the interaction with the
solvent, the temperature, and the occurrence of self-associa-
tion processes or inter-/intramolecular interactions. For
example, for Sn(IV), an approximate correlation between the
119Sn chemical shift and its coordination environment is
observed: increasing the coordination number causes an
increased shielding. Therefore, from the value of the chemical
shift, it is possible to estimate the coordination number.9-11

However, a relatively high correlation can only be observed
for analogous compounds, for example, for organotin(IV)
compounds with carbohydrate derivatives.12,13

A survey about coupling constants between tin and several
nuclei has been published, and the magnitude and sign of
these couplings is often useful in structural investigations.14

When another nucleus is coupled to tin, normally both119-
Sn and117Sn satellite peaks are observed.1J(119Sn,13C) and
2J(119Sn,1H) couplings obtained from the satellite signals are
very useful in the structural determination of organotin(IV)
compounds, and some empirical equations have been pro-
posed to relate the spin-spin coupling constants to the
C-Sn-C angle in dialkyltin(IV) derivatives.15 Moreover, a
Karplus-like dependence of3J(119Sn,2H) has been observed.16

Other common Sn(IV) compounds, widely used in syn-
thesis, are tin halides. For these, the direct measurement of
1J(119Sn,X) (X ) Cl, Br, I) is hampered by the fact that the
extremely shortT1 of the quadrupolar halogen nuclei
(generally< 1 µs) leads, at most, to a broadening of the tin
NMR signal through scalar relaxation of the first kind. Thus,
these direct spin-spin coupling constants have been derived
by means of relaxation studies,17-19 although some direct
measurements ofJ(119Sn,35Cl) coupling constants in organotin
chlorides have been reported.20

The calculation of NMR properties by means of quantum-
chemical methods is becoming an increasingly important tool
in NMR spectroscopy. There is a substantial and growing
data and knowledge base, indicating that, when suitable
methods are adopted, all relevant molecular properties
(nuclear shielding and spin-spin coupling constants) can be
predicted with outstanding accuracy.21a Like in the case of
other nuclei, the theoretical study of chemical shifts and
coupling constants of119Sn can usefully complement the
structural analysis performed by means of experimental NMR
data.

One of the issues associated with heavy-atom nuclei is
the importance of relativistic effects thereon. Ziegler and co-
workers have carried out a number of such pioneering
investigations (of183W, 195Pt, 199Hg, 205Tl, 207Pb, and235U)
and observed large relativistic effects on their NMR
properties.21b,c For lighter atoms such as Sn, these effects
still have to be investigated in detail. For nuclei of similar
atomic number such as Ru,22 Rh,23 and Xe24 and even higher
such as W,25 relativistic effects are intrinsically important
(in that they affect nuclear shieldings) but often do not
substantially affect the quality of calculated chemical shifts
because the latter are the difference between the shieldings
in two species, so that some contributions are almost constant
and partly cancel. Thus, for example, an excellent agreement
between experimental99Ru chemical shifts and nonrelativistic
calculated values was obtained, even if that correlation
included complexes where fairly heavy atoms (Sn and I) are
bonded to Ru.26 This cancellation of effects between refer-
ence and probe molecules may not hold when only one is
subject to strong relativistic effects. This happens when one
or more third- or fourth-row atoms (typically iodine) are
bonded to an observed light nucleus and the bond has a high
s character. In this case, spin-orbit (SO) coupling makes a
large contribution to the overall shielding and generally
causes the observed nucleus to be unusually shielded (see,
e.g.,13C in CI4, δ ) -290 ppm). This effect has been related
to a Fermi-contact mechanism intimately connected with the
magnitude of the relevant coupling constant.27

On the other hand, coupling constants involving heavy-
atom nuclei have been found to be subject to large scalar
relativistic effects even for moderately heavy nuclei such as
those dealt with herein, and even more so for heavier
nuclei.21b,c,28

119Sn NMR offers a unique environment to further test
this situation since the reference compound (SnMe4) only
has light atoms, whereas there is a substantial data set
pertaining to tin halides, comprising species where one or
more halogen atoms from Cl to I are present. Some earlier
theoretical investigations by Nakatsuji and co-workers
considered MenSnH4-n and MenSnCl4-n at the self-consistent
field level of theory,29 later corrected by inclusion of SO
coupling in the Hamiltonian, to account for the unusual
shielding of tin when heavy atoms such as iodine are bound
to it.30 The origin of the SO effect was ascribed by the authors
to the Fermi contact term. Semiempirical methods, such as
a modified version of the AM1 model Hamiltonian,31 were
also developed to study spin-spin coupling constants,
including1,2J(Sn,Sn).32 More recently, relativistic effects have
been considered for simple systems such as SnH4 and
SnMe4,33,34but for larger organotin derivatives, nonrelativistic
DFT methods have been used.35,36 Generally, a good agree-
ment between theory and experiments has been found for
chemical shifts.37 In contrast, for spin-spin couplings, only
highly correlated levels of theory, such as the complete active
space self-consistent field38,39or relativistic four-component
methods,34 have been able to quantitatively recover the
measured1J(Sn,H) and 1J(Sn,C) of SnH4 and SnMe4.
Therefore, it seems that the performance of DFT methods
with respect to NMR properties of tin is not yet established
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with sufficient generality, especially with regard to Sn
compounds containing heavy atoms. It is, therefore, of
interest to assess whether DFT is a valuable tool in
quantitative predictions of119Sn NMR properties, particularly
spin-spin coupling constants involving it.

A further issue where these calculations may prove useful
is connected to the isolation and spectroscopic studies of
unstable tin species such as stannyl cations SnR3

+ and anions
SnR3

-, SnH3
+ and SnH3

- being the respective parent
compounds.

Computational Details
All calculations have been carried out using DFT as
implemented in the Amsterdam density functional (ADF)
code,40 in which frozen-core, as well as all-electron, Slater
basis sets are available for all atoms of interest. The ADF
code also offers the possibility of taking relativistic effects
into account, by means of the two-component zeroth-order
regular approximation (ZORA) method,41 which requires
specially optimized basis sets. With each method, it is
possible to include either only scalar effects (the ZORA
equivalents of Darwin and mass-velocity) or spin-orbit
coupling as well.

Our previous works concerning Ru,22 Rh,23 Xe,24 and W25

compounds, spanning a variety of bonding types and
electronic structures, showed that the Becke 88 exchange42

plus the Perdew 86 correlation43 (BP) functional performs
rather well for the calculation of NMR properties, and this
was also selected in this work. Moreover, in one case,24 we
also tested other functionals with no significant differences
in the results. The all-electron TZ2P basis set (specially
optimized for ZORA calculations) was used with all atoms.
Relativistic frozen-core potentials (not to be confused with
effective core potential basis sets), required to run relativistic
calculations, were generated with the Dirac utility.40 The
geometries were optimized at the BP-ZORA/TZ2P level,
taking full advantage of symmetry. All optimized geometries
are reported as Supporting Information. Sn-H and Sn-C
distances in SnH4 and SnMe4 were calculated to be 1.715
and 2.184 Å, respectively. The corresponding experimental
values are 1.701 and 2.144 Å, respectively.44 Using the larger
QZ4P basis set for the optimization slightly improved the
agreement for the Sn-C bond length of SnMe4 (calcd 2.177
Å) but did not affect the Sn-H bond length of SnH4. As far
as the tin-halogen bond distances are concerned, we have
found an overestimation of similar magnitude, about 0.05
Å, compared to available experimental values.44f Some data
are reported as Supporting Information.

The ADF nmr property module then allows for the
calculation of nuclear shieldings by either method.45 Shield-
ings were then calculated at the BP-ZORA/TZ2P scalar and
spin-orbit levels. These combinations will be denoted as
SC and SO, respectively. In the former case, the isotropic
shielding constantσ is given by the sum of dia- and
paramagnetic contributions (σ ) σd + σp), whereas in the
second one, the spin-orbit contribution is also added (σ )
σd + σp + σSO). Computed chemical shifts are then
determined by the difference of the shielding of the
experimental standard SnMe4 (δ ) 0) from δ ) σref - σ.

Spin-spin coupling constants were calculated with the
ADF cpl module,46 with the BP functional and the ZORA
method as above. In a nonrelativistic framework, Ramsey’s
theory47 dissects the contributions to the coupling constant
into the Fermi-contact (FC), diamagnetic spin-orbit (DSO),
paramagnetic spin-orbit (PSO), and spin-dipole (SD) terms,
so that the reduced coupling constantK is given byK )
KFC + KDSO + KPSO+ KSD. Within the ZORA approximation,
the same terms can be calculated, although the FC, SD, and
PSO terms contain cross terms with the others. Moreover,
if a spin-orbit Hamiltonian is used, the individual FC and
SD terms must be evaluated in two independent runs; in this
work, we only report the total FC+ SD term.

Results
119Sn Chemical Shifts in Alkyltin Halides. In organotin-
(IV) compounds, the solvent exerts a non-negligible influence
on the chemical shift because, as mentioned before, it may
strongly coordinate to the metal, thereby causing (among
other things) a substantial geometry change. Therefore, to
make a consistent comparison between experimental and
calculated chemical shifts, we used experimental values
acquired in noncoordinating solvents. Taking into account
solvent effects would require at least the explicit inclusion
of a few solvent molecules and long-range electrostatic
contributions,48 or even the consideration of the full dynamics
of the solvated system, as recently done by Bu¨hl et al. for
some metal complexes.49 This would render our computa-
tional protocol infeasible for the large set of compounds we
have investigated. The experimental chemical shifts are
reported in Table 1, together with the results of the
calculations discussed below.

For tin halides (SnX4) and methyltin halides (Me4-nSnXn;
X ) Cl, Br, I; n ) 1-3), a strong “heavy-atom” effect is
clearly evident: on the basis of the higher electronegativity
of Br and I compared to that of C, one would have expected
more and more deshielding of the Sn nucleus upon increasing
the number of halogen atoms in the series Me4-nSnXn. In
contrast, the observed trend is just the opposite, with a large
upfield shift which increases strongly as methyl groups are
replaced by halogens. This effect, fully analogous to that on
13C, was explained by Nakatsuji and co-workers30 as orig-
inating from spin-orbit coupling in the Hamiltonian, a
contribution that becomes more important for atoms of high
atomic number. However, the authors did not perform a full
relativistic calculation but limited their study to the inclusion
of spin-orbit coupling within a Hartree-Fock approach. It
is, therefore, of interest to extend such a study by means of
a more-detailed relativistic calculation and larger basis set.
Moreover, an “experimental” value of the shielding constant
of the reference SnMe4 has been reported asσ(SnMe4) )
2180( 200 ppm.50 These data were estimated by means of
the experimentally determined119Sn spin-rotation constant
combined with the calculated value of the shielding constant
of the free tin atom. The latter calculation did not include
relativistic effects.51 In Table 1, we report the results of our
calculations at the two relativistic levels. We note that the
scalar relativistic shielding of SnMe4 is very close to the
“experimental” value, while the result obtained at the spin-
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orbit level is about 600 ppm larger, a deviation almost
entirely due to the spin-orbit contribution (σSO) itself. It is
worth noting thatσSO is as large as 500 ppm, even for SnH4.

Concerning the scalar relativistic results, the diamagnetic
contribution to the shielding constant (σd) is essentially
constant (a 6-ppm variation) through the series, whereas the
paramagnetic contribution (σp), spanning over 1000 ppm, is
quite sensitive to the structure. However, these two contribu-
tions alone are not capable of reproducing, even qualitatively,
the experimental trend. In fact, chemical shifts calculated at
the scalar relativistic level are completely uncorrelated with
the experimental values (see Figure 1). In contrast, the spin-
orbit contribution is strongly dependent on the number and
type of halogen atoms bound to tin;σSO amounts to 500-
600 ppm if tin is coordinated to light atoms or chlorine, 600-
1000 ppm for bromine, and 1000-3000 ppm for iodine. The
chemical shifts calculated at the ZORA spin-orbit level
(Figure 1) are in very good agreement with experimental
data; therefore, almost all deviations calculated at the
nonrelativistic36 and scalar relativistic levels can be attributed
to the missingσSO term.

It is worthwhile to discuss the difference between the
calculated chemical shift at the scalar and spin-orbit levels
in more detail. For the series Me4-nSnXn, upon increasing
the number of halogen atoms (i.e.,n ) 1, 2, 3, 4), this
difference respectively amounts to 0, 15, 65, and 187 ppm
for X ) Cl; 62, 197, 494, and 1101 ppm for X) Br; and
170, 527, 1260, and 2549 ppm for X) I. This trend
highlights the importance of spin-orbit coupling when heavy
atoms are bound to a central light atom, as already

mentioned, and the nonadditivity of the effect. We note that
even for chlorine such relativistic corrections are not
negligible if the number of chlorine atoms is high. A similar,
but smaller, effect was found for the13C nuclei ofo-bromo-
chlorobenzene.62

Finally, we mention that the results of nonrelativistic
calculations of119Sn chemical shifts (see the Supporting
Information) are in very good agreement with those obtained
at the relativistic ZORA-SC level. As already noted in the
Introduction, when no other heavy atoms are directly bound

Table 1. Experimental and Calculated 119Sn Chemical Shifts (ppm)

ZORA scalar ZORA spin-orbit

species σp σd σ δcalcd σp σd σso σ δcalcd δexptl ref

SnMe4 -2747 5030 2283 0 -2772 5032 489 2749 0 0
Me3SnSnMe3 -2675 5032 2356 -73 -2700 5034 512 2845 -96 -113 52
SnH4 -2148 5031 2883 -600 -2165 5033 513 3381 -632 -500a 53
SnH3

- -1707 5032 3325 -1042 -1724 5034 511 3821 -1072 54
SnH3

+ -3819 5028 1208 1074 -3847 5030 434 1617 1132 -186 55
SnH3

+‚FSO3Hb -3017 5028 2011 272
SnH3

+‚FSO3Hc -2861 5028 2167 116
SnH3

+‚2 FSO3Hb -2821 5028 2207 76
SnH3

+‚2FSO3Hc -2603 5028 2425 -142
SnH3F -2577 5029 2452 -169
Mes3Sn+d -3589 5032 1443 840 -3624 5034 429 1839 910 806 56
Me3SnCl -2933 5031 2098 185 -2963 5034 493 2564 185 164 57
Me2SnCl2 -2952 5033 2080 203 -2986 5035 512 2561 188 141.2e 58
MeSnCl3 -2860 5034 2175 108 -2895 5036 565 2707 43 21 57
SnCl4 -2731 5036 2306 -23 -2766 5038 687 2960 -210 -150 59
Me3SnBr -2945 5030 2085 198 -2975 5033 556 2614 136 128 57
Me2SnBr2 -3015 5030 2015 268 -3051 5033 696 2678 71 70 57
MeSnBr3 -2981 5031 2050 233 -3022 5033 999 3010 -261 -165 60
SnBr4 -2877 5031 2154 128 -2919 5034 1609 3723 -973 -638 59
Me3SnI -3146 5034 2085 198 -2977 5033 665 2721 28 39 57
Me2SnI2 -3086 5032 1946 337 -3132 5035 1037 2939 -190 -159 57
MeSnI3 -3146 5034 1887 395 -3209 5036 1787 3614 -865 -700 61
SnI4 -3109 5035 1927 356 -3174 5037 3079 4942 -2193 -1701 59
SnI3Cl -3024 5035 2012 271 -3080 5038 2527 4485 -1736 -1330, -1347 59
SnCl3I -2831 5036 2205 78 -2872 5038 1311 3477 -728 -543, -557 59

a Extrapolated value. b F donor. c O donor. d Mes ) 2,4,6-trimethylphenyl. e Saturated in CCl4.

Figure 1. Correlation between calculated and experimental
chemical shifts in tin compounds. BP-ZORA scalar (empty
squares) and spin-orbit (filled circles), TZ2P basis set. δcalc

) a + bδexp, a ) -23.0 ppm, b ) 1.27; r ) 0.998. The result
for SnH3

+ is not included in the fit (see text).
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to the atom of interest, nonrelativistic levels of theory
perform rather well for chemical shifts, even for metals. This
finding should not obscure the fact that when other heavy
atoms are present (as is the case for most species considered
herein), relativistic effects must be considered.

119Sn Chemical Shift of Stannyl Cations. NMR has
always been concerned with the structure elucidation of
unstable species; indeed, the existence of carbocations has
been proven by means of this technique. The awareness of
this concept has spawned many studies in which the
generation of the corresponding electron-deficient species
based on Si, Ge, and Sn was attempted. However, despite
their formal analogy with carbocations, their existence has
been sharply debated, especially in the case of silyl (silice-
nium) ions R3Si+. There is now a general consensus that
the stability of silicon, germanium, or tin cations is governed
by profoundly different factors than carbocations and that
these factors render them extremely electrophilic and inca-
pable of existence as “free” or weakly solvated species in
the same sense that is normally attributed to carbocations.63

Nevertheless, under suitable conditions, silyl cations can be
generated.64

Quantum chemical calculations, especially of29Si NMR
chemical shifts, have played a major role in establishing these
conclusions. The level of accuracy that can currently be
attained is such that one can rule out, or raise severe criticism
against, structures that do not fit the theoretical expectations
and provide indications as to what the actual structures should
be. Thus, early experimental29Si NMR chemical shifts of
putative silyl cations (ca. 110 ppm) were deemed too shielded
in comparison with the expected values for an isolated silyl
cation (ca. 350 ppm). However, it was also shown that
coordination with a nucleophile as poor as an argon atom
caused substantial shielding from the isolated-ion value, so
that care must be taken to compare experimental data,
obtained in condensed phases, with appropriate models.63 As
a further example, in our previous work dealing with xenon
compounds, we pointed out that the129Xe spectrum of the
species postulated as XeF+ was inconsistent with that
structure and that the bridged Xe2F3

+ cation would reconcile
theoretical and experimental results.24

It is then interesting to apply these notions to the case in
point. An early attempt at generating a stannyl cation (SnH3

+)
in HSO3F led to a119Sn chemical shift ofδ ) -186 ppm.55

More recently, Lambert and co-workers reported on the
generation of sterically hindered stannyl cations, and119Sn
chemical shifts ranging between 300 and 800 ppm were, thus,
observed; in particular, the tris(2,4,6-trimethylphenyl)stannyl
cation (Mes3Sn+) had δ ) +806 ppm.56 More recently,
Lambert was able to obtain the X-ray structure and NMR

spectrum of the tris(2,4,6-tri-isopropylphenyl)stannyl cation
(Tip3Sn+) and provided a computed estimate of its119Sn
chemical shift of +763 ppm, to be compared with the
experimental value of+716 ppm.65

The remarkable agreement provides strong support for the
concept that free stannylium ions can be generated in the
solid state and in solution. On the other hand, by the same
token, it is also evident that many experimental attempts have
failed to provide such species. The prototypical example is
given by the parent stannylium ion SnH3

+, for which the
experimental55 chemical shift is some 1300 ppm more
shielded than the calculated value of ca.+1100 ppm (Table
1). Therefore, we have strived to provide computed estimates
of the chemical shift of relevant stannyl cations in a
consistent way and to understand the large variation in
experimentally measured values.

The large disagreement indicates that the gas-phase
structure of SnH3+ is not representative of the actual
geometry. Therefore, we have optimized other structures that
might have formed in the reaction medium, namely, SnH3

+‚
HSO3F and SnH3+‚2HSO3F, having oxygen or fluorine as
donors, and SnH3F, as in Figure 2. In Table 2, we report the
relevant geometrical parameters.

The calculated ZORA scalar/TZ2P tin chemical shift is
strongly influenced by coordination with other species, in
full analogy with the behavior of silyl cations. Thus, even a
nucleophile as weak as FSO3H causes a major shielding of
the tin nucleus: we obtainδ ) +116 ppm andδ ) -142
ppm for SnH3

+‚HSO3F and SnH3+‚2HSO3F, respectively,
with oxygen as the donor, andδ ) +272 ppm andδ ) +76
ppm for SnH3

+‚HSO3F and SnH3+‚2HSO3F, respectively,
with fluorine as the donor. Finally, the calculated shift of
SnH3F (δ ) -169 ppm), where any cationic character is
lost, is in very good agreement with the experimental value
of -186 ppm. This could be fortuitous since no evidence of
such a compound was reported;55 nevertheless, it is undeni-

Figure 2. Optimized structures (ZORA scalar/TZ2P) of
SnH3

+‚X systems with X ) HSO3F, 2HSO3F, and F-. From
left to right: SnH3F, SnH3

+‚OSO(OH)F, SnH3
+‚FSO2(OH),

SnH3
+‚2OSO(OH)F, and SnH3

+‚2FSO2(OH).

Table 2. Some Geometrical Parameters of Species Related to SnH3
+

O donor F donor

r(Sn-O)/Å r(Sn-H)/Å R/dega r(Sn-F)/Å r(Sn-H)/Å R/dega

SnH3
+ 1.701 180 1.701 180

SnH3
+‚HSO3F 2.247 1.699 167 2.240 1.697 162

SnH3
+‚2HSO3F 2.400 1.695 180 2.417 1.696 180

SnH3F 1.956 1.714 133
a Dihedral angle H-Sn-H-H, defining the out-of-plane bending of hydrogen atoms.
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able that the experimental chemical shift of SnH3
+ actually

pertains to a strongly solvated species; indeed, many
compounds where tin is bonded to electron-withdrawing
groups resonate in the same range.56 The chemical shift of
SnH3

+‚2OSO(OH)F (Figure 2;δ ) -142 ppm) is indeed in
good agreement with the observed value of-186 ppm. An
analogous conclusion was reached by Cremer et al., who
computationally investigated SnH3

+ complexed with one and
two water molecules.66

On the other hand, the recently reported values56 of δ )
+700-800 ppm for Tip3Sn+ and Mes3Sn+ agree with the
calculated ones and are remarkably close to the value for
the naked SnH3+ ion. To further probe the scope of119Sn
NMR calculations in a consistent way, we have calculated
the 119Sn chemical shift of the trimesitylstannylium ion at
the ZORA scalar and SO/TZ2P levels adopted herein. The
optimized structure is shown in Figure 3 and features an
almost planar coordination geometry of tin (Sn-C-C-C
dihedral angle of only 5°).

The ortho methyl groups of the three mesityl substituents,
located above and below the coordination plane, prevent tin
from interacting with the solvent, in contrast to the case of
SnH3

+. The calculated chemical shift of+840 ppm (Table
1) is, again, in very good agreement with the experimental
value (+806 ppm) and is consistent with the tin atom being
hardly coordinated to the solvent (benzene).

Spin-Spin Coupling Constants.Before discussing our
results in detail, it is of interest to test the performance of
the ZORA method in calculating the relativistic contribution
to spin-spin coupling constants involving tin. A comparison
can be made for the1J(119Sn,1H) of SnH4, for which a four-
component random phase approximation approach gave a
relativistic effect of about-700 Hz.34 This method, however,
does not properly treat electron correlation: a crude estimate
made by the authors to include correlation effects reduced
the relativistic contribution to about-550 Hz. The final result
was still overestimated (in magnitude) by more than 100 Hz
compared to the experimental value. The nonrelativistic value
of 1J(119Sn,1H) that we have obtained at the BP/TZ2P level
(-1283 Hz) compared with our ZORA-SC (-1600 Hz) and
ZORA-SO (-1550 Hz) results (Table 3) reveals a relativistic
contribution of about-300 Hz, in fair agreement with the
above proposal, considering the numerous approximations
involved.

One-bond tin-halogen coupling constants have been
calculated for methyltin and tin halides. These coupling
constants cannot be determined by recourse to splittings in
the spectra, because the large nuclear quadrupole moments
of Cl, Br, and I isotopes cause such signals to have
exceedingly short relaxation times and correspondingly broad
lines which are normally undetectable; as a consequence,
they have been determined indirectly through their effect on
the relaxation time of119Sn (scalar relaxation of the first
kind).17-19 However, this procedure requires some assump-
tion of the rotational correlation time, so there is some
uncertainty associated with the experimental values. The
coupling constants thus determined are reported in Table 3,
together with the results of our calculations.

Spin-spin coupling between tin and chlorine has a non-
negligible spin-orbit contribution which increases as the
number of iodine atoms bonded to tin increases. In fact, the
spin-orbit result improves the calculated1J(119Sn,35Cl),
compared to the scalar calculation, by 6% in SnCl4, 9% in
SnCl3I, and 15% in SnI3Cl. When we consider the couplings
with the heavier atoms bromine and iodine, spin-orbit effects
become essential in order to obtain a reasonable correlation,
as we can see in Figure 4:1J(119Sn,127I) couplings in SnI4,
SnI3Cl, and SnCl3I are all overestimated by some 2000 Hz
(a factor of 2-4) compared to the spin-orbit calculation,
the latter ones being in much better agreement with the
experimentally estimated values (errors being 4-50%). The
effect of the number of iodine atoms is, again, not additive.
The calculated1J(119Sn,81Br) in SnBr4 is overestimated, and
in this case, the agreement with the experimentally derived
data is not quantitative. We note, however, that an unusual
dynamical behavior of SnBr4 was reported,18 which might
have affected the accuracy of the estimated coupling constant.

In all cases investigated here, the DSO contribution is
negligible (10-1 Hz) and not reported in Table 3. In contrast,
the PSO contribution is generally important, and it is strongly
affected by the inclusion of spin-orbit coupling in the
Hamiltonian.

For methyltin halides, we have also calculated the coupling
constants with13C and1H. The results at the scalar and spin-
orbit levels are listed in Table 3. These values are smaller

Figure 3. Optimized structure (ZORA scalar/TZ2P) of the tris-
(2,4,6-trimethylphenyl)stannylium ion (Mes3Sn+).

Figure 4. Correlation between calculated and experimental
spin-spin coupling constants in tin compounds (ZORA scalar
and SO/TZ2P). Scalar relativistic (empty squares) and spin-
orbit relativistic (filled circles). Jcalc ) a + bJexp, a ) 101 Hz,
b ) 0.7898; r ) 0.957. The result for Me3SnSnMe3 is not
included in the fit (see text).
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than with halogens and, therefore, occupy a small range in
the plot of Figure 4. On the whole, they fall into the same
correlation line of the other compounds. However, it is of
interest to focus on this small region and discuss the behavior
of this type of coupling because their magnitude is often
related to the coordination pattern of tin; this is presented in
Figure 5.

Unexpectedly, even though calculated carbon and proton
coupling constants are well correlated with the experimental
values, the slope of the linear fit (0.3) is far from unity. Since

these couplings are known to be very sensitive to the
geometry of coordination around tin (and are commonly
employed precisely for this purpose), to check for such an
effect for the smaller systems (SnMe4 and SnH4), we have
also repeated the calculation using the larger QZ4P basis
set both for geometry optimization and for the calculation
of the property. The results, however, were not significantly
affected: calculated1J(119Sn,13C) and2J(119Sn,1H) in SnMe4,
at the higher level of theory, were-101.6 and+9.4 Hz,
respectively, that is, rather similar to the results obtained with

Table 3. Calculated and Experimental Coupling Constants Involving 119Sn (Hz) in Tin Compoundsa

ZORA scalar ZORA SO

species Xb PSO FC + SD J (calcd) PSO FC + SD + Cross J (calcd) J (exptl) ref

SnMe4 C 13.15 -128.97 -115.93 13.70 -118.42 -104.83 -340 67
H 1.73 6.59 8.45 1.77 4.84 6.74 53.9 68

Me3SnSnMe3 Sn -30.53 868.70 838.30 -174.02 775.54 601.66 4460 52
1J C 12.65 -43.64 -31.16 12.98 -32.74 -19.92 -240 52
2J H 1.91 1.11 2.97 1.94 -0.82 1.07 49 52
2J C 0.37 -43.43 -42.99 -0.32 -41.20 -41.46 -56 52
3J H -0.07 -16.04 -15.90 -0.14 -15.70 -15.63 -17.3 52
SnH4 H 4.74 -1604.34 -1599.63 4.68 -1554.11 -1549.47 (-)1930c 69
SnH3

+ H 19.09 -2207.85 -2188.67 19.12 -2112.89 -2093.68 (-)2960d 55
SnH3

- H -1.50 28.18 26.63 -2.90 84.14 81.19 109.4e 54
Me3SnCl Cl 43.51 247.05 290.53 39.60 237.07 276.64 220f 20

C 18.69 -142.58 -124.02 19.38 -132.10 -112.85 -379.7 70
H 2.28 3.92 6.29 2.35 2.11 4.54 58.2 71

Me2SnCl2 Cl 71.77 309.44 381.18 64.64 299.67 364.28 220f 20
C 21.41 -194.14 -172.88 22.49 -184.73 -162.39 -468.4, -566 65,70
H 2.29 4.62 6.94 2.40 2.86 5.28 68.2, 68.9 68,72

MeSnCl3 Cl 85.58 393.57 479.10 72.17 384.57 456.70
C 20.49 -330.70 -310.38 22.56 -322.90 -300.50
H 2.02 15.28 17.26 2.24 13.66 15.86 96.9 72

SnCl4 Cl 83.96 484.37 568.29 59.24 476.32 535.50 470 17
Me3SnBr Br 219.81 1036.12 1255.87 94.28 984.96 1079.18

C 18.77 -131.81 -113.20 19.09 -121.81 -102.88 -368.9, -380 67,70
H 2.38 3.27 5.65 2.42 1.45 3.88 57.8 71

Me2SnBr2 Br 380.86 1285.94 1666.69 171.95 1231.59 1403.43
C 21.63 -166.59 -145.16 21.40 -156.55 -135.35 -442.7 70
H 2.50 2.23 4.56 2.61 0.29 2.65 66.7 70

MeSnBr3 Br 460.86 1624.97 2085.68 64.62 1577.79 1642.26
C 21.15 -269.16 -248.27 19.86 -255.96 -236.35 -640 67
H 2.31 9.23 11.22 2.33 6.97 8.98

SnBr4 Br 454.22 1988.92 2442.95 -334.65 1968.18 1633.34 920 18
Me3SnI I 217.35 1263.36 1480.67 -131.95 1225.32 1093.32

C 18.57 -117.08 -98.68 18.20 -106.43 -88.40
H 2.43 2.51 4.88 2.44 0.78 3.17

Me2SnI2 I 390.53 1510.12 1900.57 -210.70 1473.05 1262.27
C 21.71 -125.33 -103.85 19.17 -108.35 -89.42
H 2.67 -0.32 2.10 2.57 -2.48 -0.15

MeSnI3 I 481.94 1779.49 2261.31 -648.94 1777.84 1128.78
C 22.33 -172.81 -150.76 16.08 -132.27 -116.49
H 2.59 0.71 2.84 2.27 -3.29 -1.47

SnI4 I 488.65 2009.16 2497.64 -1597.98 2103.98 505.84 940 17
SnCl3I Cl 84.77 445.64 530.35 42.47 439.83 482.23 378g 19

I 483.80 3052.88 3536.61 -1606.86 3179.70 1572.76 1638 19
SnI3Cl Cl 86.08 369.64 455.62 22.96 363.27 386.14 421 19

I 487.95 2321.11 2808.93 -1628.81 2434.83 805.89 1097 19
a BP-ZORA scalar or SO/TZ2P. DSO terms are always negligible and are not reported. b X ) 1H, 13C, 35Cl, 81Br, 119Sn, and 127I. Coupling

constants with 1H in methyl groups are averaged assuming fast rotation. c Signs in parentheses have been inferred by comparison with similar
molecules. d -78 °C. The sign has been assumed equal to the calculated one. e -78 °C. f Approximate value for triaryltin chlorides.20 g Estimated
using T2 (35Cl) for SnCl4.
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the TZ2P basis set. On the other hand, calculation (TZ2P
basis set) of the coupling constants using a SnMe4 geometry
with Sn-C bond lengths constrained to the experimental
value yielded some improvement:-146.0 and+9.9 Hz for
1J(119Sn,13C) and 2J(119Sn,1H), respectively. A further test
concerned Me3SnBr, setting the Sn-Br distance to the
experimental value44f (see the Supporting Information) while
the rest of the molecule was kept at the previously optimized
BP/TZ2P geometry (in this case, the calculated Sn-C
distance of 2.1713 Å was the same as the experimental value
of 2.17( 5 Å). Again, some improvement was obtained for
1J(119Sn,13C) and 2J(119Sn,1H), being -120 and+25 Hz,
respectively. However, such values remain quite far from
the experimental results.

As a final test, we considered the performance of several
GGA functionals. The results are fully reported as Supporting
Information (Tables S4 and S5); herein, we will only report
on the main conclusions. As we noted in our previous work
on xenon compounds,24 the performance of the various
functionals is very similar: for example,1J(119Sn,13C) in
SnMe4 (ZORA scalar) ranges from a minimum of-107 Hz
with the OPBE functional73a,73bto a maximum of-132 Hz
with the BLYP functional73c,73dagainst an experimental value
of -340 Hz. Therefore, even if BLYP appears to be
somewhat superior, it underestimates the experimental result
by more than 200 Hz. A slightly better result (-164 Hz at
the ZORA scalar level), but still way off the experimental
data, is obtained by using the BLYP functional in the
calculation of the coupling constant together with the
experimental geometry of SnMe4, as discussed above. The
same considerations apply to the2J(119Sn,1H) value in
SnMe4: the “best” calculated value (BLYP/experimental
geometry; about+10 Hz) is less than 20% of the experi-
mental coupling constant. It is presently unclear why the
performance is worse than for other similar nuclei; however,
such poor performance does not seem to be related to issues
such as the choice of functional and basis set, or with
geometry effects. We can only note that (a) other groups
have reported similar inaccuracies with DFT methods33,39and
(b), more importantly, there are few if any other examples

where minute variations in coupling constants, arising from
small structural changes, were investigated.

The only Sn-Sn coupling investigated herein pertains to
hexamethylditin, Me3SnSnMe3. Whereas its calculated119Sn
chemical shift is quite in line with the general level of
accuracy attained, some of its coupling constants [most
notably 1J(119Sn,119Sn) but also1J(119Sn,13C)] lie badly off
the correlation line. In a pioneering study, experimental
values were arrived at indirectly, through a detailed analysis
of the 1H and INDOR119Sn spectrum.52 Subsequent inves-
tigations confirmed the previous data and, at the same time,
pointed out the extremely sensitive dependence of such
couplings to even minute structural changes.74 It then appears
that ditin species still present a major challenge, in that subtle
conformational, steric, and (possibly) solvent effects have
to be considered.

We finally comment on the1J(119Sn,1H) values of SnH3+

and SnH3
-. The former calculated value is some 30% off

the experimental one, that is, with an error comparable to
that of other compounds. Recalling the concerns expressed
above on the nature of this species, this fair agreement is
probably accidental, and we did not proceed with further
evaluations. The value for SnH3

- is also in rather good
agreement with the calculated value. Since, however, no119Sn
data were reported, it is difficult to judge whether the
experimental conditions (deprotonation of SnH4 with sodium
in liquid ammonia) really led to SnH3Na as claimed, although
the high polarity of liquid NH3 may indeed lead to an
essentially “free” anion.54

Conclusions

The calculation of119Sn chemical shifts and couplings by
means of the ZORA relativistic method yields reliable results
that may substantially aid in the structural elucidation of tin
compounds. The wide array of species that can be studied
includes some where heavy atoms such as iodine are bonded
to tin; in such cases, we have shown relativistic spin-orbit
corrections to be essential in order to provide a meaningful
modeling. We have also shown how such calculations can
identify incorrect assignments, like in the case of SnH3

+.
The efficiency of the ADF code in handling these calculations
should open the way to their widespread application in a
broad range of structural and spectroscopic issues. However,
when small variations in coupling constants are sought, like
in the case ofJ(119Sn,1H) andJ(119Sn,13C) in alkylstannanes,
the performance is poorer despite an ample exploration of
possible causes. Hence, there are still important issues to be
addressed before such calculations enter into widespread
usage.

Supporting Information Available: Cartesian coor-
dinates of all structures optimized, experimental and calcu-
lated tin-halogen bond distances of methyltin halides and
tin halides in the gas phase, nonrelativistic chemical shifts,
and performance tests of various GGA functionals (14 pages).
This material is available free of charge via the Internet at
http://pubs.acs.org.

Figure 5. Correlation between calculated and experimental
spin-spin coupling constants in tin compounds; expanded
view on J(119Sn,1H) and J(119Sn,13C) coupling constants from
the data of Figure 4. The fit line (dashed) Jcalc ) a + bJexp

has a ) -3.3 Hz and b ) 0.309; r ) 0.957. Scalar relativistic
(empty squares) and spin-orbit relativistic (filled circles).
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Abstract: To validate the IMOMM (integrated molecular orbitals/molecular mechanics) method

for ligand-stabilized transition metal clusters, we compare results of this combined quantum

mechanical and molecular mechanical (QM/MM) approach, as implemented in the program

ParaGauss (Kerdcharoen, T.; Birkenheuer, U.; Krüger, S.; Woiterski, A.; Rösch, N. Theor. Chem.
Acc. 2003, 109, 285), to a full density functional (DF) treatment. For this purpose, we have

chosen a model copper ethylthiolate cluster, Cu13(SCH2CH3)8 in D4h symmetry. The evaluation

is based on 16 conformers of the cluster which exhibit single and bridging coordination of the

ligands at the Cu13 cluster as well as various ligand orientations. For corresponding isomers,

we obtained moderate deviations between QM and QM/MM results: 0.01-0.06 Å for pertinent

bond lengths and up to ∼15° for bond angles. Ligand binding energies of the two approaches

deviated less than 6 kcal/mol. The largest discrepancies between full DF and IMOMM results

were found for isomers exhibiting short Cu-H and H-H contacts. We traced this back to the

localization of different minima, reflecting the unequal performance of the DF and the force-

field methods for nonbonding interactions. Thus, QM/MM results can be considered as more

reliable because of the well-known limitations of standard exchange-correlation functionals for

the description of nonbonding interactions for this class of systems.

Introduction
Accurate quantum chemical methods are restricted to cal-
culations on small to mid-size systems. Large molecular spe-
cies, like complexes with bulky ligands occurring in homo-
geneous catalysis or biomolecules, still have to be treated
either by a less accurate approach or by a combination of
quantum mechanical and molecular mechanical methods
(QM/MM).1-3 Combined approaches such as the integrated

molecular orbitals/molecular mechanics (IMOMM) method,4

a QM/MM variant, have found widespread use for treating
systems where only a small part has to be described with
high accuracy and the remaining part of the system can be
considered as an “environment”, exerting steric constraints
or acting as a support. Typical examples of such systems
are homogeneous catalysts with bulky ligands,5,6 metal cen-
ters of heterogeneous catalysts at oxide surfaces or in zeolites
cavities,7 self-assembled monolayers at gold surfaces,8 sol-
vated complexes,9-11 and large molecules of biological
interest.12-14

Ligand-stabilized transition metal clusters can be viewed
in analogy to metal complexes. The metal core features a
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rather complex electronic structure which, at least for metal
centers in direct contact with ligands, easily responds to
ligand binding. Thus, the electronic structure of the sub-
system, which comprises the metal cluster proper and the
metal-ligand bonds, has to be treated at a sophisticated level.
In contrast, interligand interactions most often are dominated
by van der Waals or electrostatic forces, which are amenable
to modeling by a force-field approach.

Extending our previous work on small model complexes,15

we apply here a recently developed implementation of the
IMOMM approach to ligand-stabilized transition metal
clusters. To the best of our knowledge, this is the first
application of a QM/MM method to metal cluster com-
pounds. To assess the accuracy of the IMOMM approach,
we compare its results to those of the corresponding all-
electron treatment. For this purpose, we have chosen the
copper thiolate cluster Cu13(SCH2CH3)8 as a simple yet
realistic example. In this way, we will validate our imple-
mentation and examine the performance of the IMOMM
approach for a new class of systems. The choice of our model
compound has been inspired by gold thiolate clusters, which
recently attracted considerable interest as versatile building
blocks of nanostructured materials and as realizations of
quantum dots.16,17 Although most of the experimental work
on transition metal thiolate clusters is devoted to gold species,
the corresponding copper compounds have also been syn-
thesized.18,19 The special interest in thiolate-stablized metal
clusters is due to their rather simple synthesis, yielding stable
products that are easy to handle, as well as the versatile
chemistry of the thiolate ligands, which allows tailoring of
the cluster surface for various purposes.20,21

This work is organized as follows. We briefly review the
IMOMM method, proceed to describe specific features of
the IMOMM implementation of the parallel density func-
tional (DF) program ParaGauss,22,23 and discuss other
computational details. Then, we present the model cluster
Cu13(SCH2CH3)8 and discuss its properties on the basis of
DF calculations. Subsequently, we compare these results to
those of IMOMM calculations which combine DF and force-
field methods.

The IMOMM Implementation of ParaGauss
The QM/MM approach used in the present work is an
adaptation of the IMOMM method,4 which, besides standard
IMOMM calculations, also allows one to treat ligated metal
clusters.15 In a QM/MM approach, one starts with partitioning
a complex systemXY into a “central” partX, treated by an
accurate QM method, and its “environment”Y, described in
an approximate way at a MM level. Correspondingly, one
separates the total energy as

In the IMOMM method,4 one approximates the interaction
energyEINT(X,Y) between the two subsystems by its value
at the lower level of accuracy (MM)

This results in an “extrapolation” or “difference” scheme:3,4

For ligand-stabilized metal clusters, one has to cut covalent
bonds (frontier bonds) of the ligands when one partitions
the systemXY. It is customary to cap the resulting “dangling”
bonds of the QM region by “link atoms”.24 Different from
the original approach,4 the IMOMM implementation of
ParaGauss15 constrains the locationRB2 of link atoms to lie
in the direction of the corresponding frontier bond from an
atom at RB1 (QM side) to an atom atRB3 (MM side), by
applying a fixed scaling factorg:25

Alternatively, one may keep these link bonds at a fixed
length. Both procedures yield very similar results if the
various parameters are suitably chosen.15

The IMOMM variant just described has been implemented
in the parallel DF program package ParaGauss.22,23 The
implementation relies on the newly developed MM module
MOLMECH26 of ParaGauss and the geometry-optimizing
module OPTIMIZER.27 This new module of ParaGauss
simplifies QM/MM calculations compared to the previous
implementation,15 which invoked an external MM program.
QM/MM calculations carried out with MOLMECH benefit
from the efficient symmetry treatment of ParaGauss.28 The
capability for QM/MM calculations is implemented in
ParaGauss as an interface module which exchanges data
between QM and MM modules on one hand and the
OPTIMIZER module on the other. Relevant tasks are the
preparation and distribution of data derived from a master
input, the gathering of QM and MM contributions to energy
gradients, and finally the calculation of the total QM/MM
energy of the entire systemXY.15

The module MOLMECH was designed to perform energy
minimizations of molecules as well as of systems with two-
and three-dimensional periodic boundary conditions for
which atomic positions as well as unit cell parameters can
be optimized. MOLMECH features a general open structure
of force-field terms, which allows easy extension by new
terms or new parameter sets. Electrostatic interactions of
isolated molecules are treated either by a direct sum over
atomic charges or by bond-centered dipoles as realized in
the MM3 force field.29 Electrostatic and van der Waals inter-
actions of isolated systems are evaluated without cutoffs.
Long-range electrostatic interactions in periodic systems, for
example, in two- or three-dimensional arrays of ligated metal
clusters, are calculated by Ewald techniques.30,31As this treat-
ment of electrostatics is the computationally most-demanding
part of a force field (FF) calculation, it has been parallelized
employing the communication interface of ParaGauss.22,23

Computational Details
All QM calculations were carried out with the linear
combination of Gaussian-type orbitals fitting-functions DF
method32 (LCGTO-FF-DF) as implemented in the parallel
quantum chemistry package ParaGauss.22,23 The geometry
of the various systems was optimized using the local density

E(XY) ) EQM(X) + EMM(Y) + EINT(X,Y) (1)

EINT(X,Y) ≈ EINT
appr(X,Y) ) EMM(XY) - EMM(X) - EMM(Y)

(2)

E(XY) ≈ Eappr(XY) ) EQM(X) + EMM(XY) - EMM(X) (3)

RB2 ) RB1 + g(RB3 - RB1) (4)
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approximation (LDA)33 for the exchange-correlation poten-
tial. LDA is well-known to yield reliable equilibrium
geometries for transition metal compounds.34-36 In contrast,
LDA functionals tend to overestimate binding energies.34

Therefore, we calculated energetic properties using the
gradient-corrected BP8637,38functional (GGA) generalized
gradient approximation) in a self-consistent single-point
fashion.39 We calculated the binding energyEb per thionyl
ligand SCH2CH3 as the difference of total energies:

The energy of the ethylthionyl ligand was determined in the
conformation it featured in the cluster. For instance, the
energy of SCH2CH3 in the eclipsed configuration was taken
as reference for a copper cluster with eclipsed ligands (see
below).

For five isomers (buis, buie, tuis, tuie, buos; see below
for definitions), we probed the basis set superposition
error (BSSE). We compared results for the ligand shell
(SCH2CH3)8 (with eight unpaired electrons) obtained without
and with accounting for the Cu13 basis set. Correspondingly,
we compared results for Cu13 without and with accounting
for the basis set of the ligand shell. The total energy of Cu13

was lowered by up to 11 kcal/mol due to the ligand basis
set, and the ligand shell gained up to 4.5 kcal/mol due to
the Cu13 basis set. As our discussion later on is based on
relative values ofEtot, namely, differences to that energy for
configuration buos (see below), we estimate the BSSE of
these relative energies to, at most, 4.3 kcal/mol (Eb will be
affected by, at most, 0.5 kcal/mol), based on the differences
between the BSSE results for the isomers just mentioned
and the result for isomer buos.

To represent the Kohn-Sham orbitals, we applied the
following basis sets: C (9s5p1d)f [5s4p1d],40 S (12s9p2d)
f [6s5p2d],41 H (6s1p)f [4s1p],40 and Cu (15s11p6d)f
[6s4p3d].42,43 All contractions were of generalized form,
based on LDA atomic eigenvectors. The auxiliary basis set
utilized in the LCGTO-FF-DF method to represent the
electron charge density for treating the Hartree part of the
electron-electron interaction was constructed by scaling s
and p exponents of the orbital basis sets using a standard
procedure.32 On each atom, five p- and five d-type “polariza-
tion” exponents were added, chosen as geometric series with
factors 2.5, starting with 0.1 and 0.2 au, respectively. For
the numerical integration of the exchange-correlation con-
tributions, a superposition of atom-centered spherical grids44

was chosen, using angular grids which are locally accurate
up to angular momentumL ) 19.45

For the MM calculations, we used the same force field as
that in our previous work15 where parameters suitable for
modeling copper thiolates have been proposed and evaluated.
For the metal-metal interaction, only the van der Waals
interaction was parametrized because these interactions
cancel in the IMOMM scheme.15 For the organic compo-
nents, like the alkyl chains, MM3 FF29 parameters describing
stretching, bending, and torsion potentials were adopted.
Geometries were relaxed until all components of the Car-

tesian gradients were smaller than 10-5 au and also the update
step length dropped below that same value.

As expected, the QM/MM approach is computationally
advantageous; for a given geometry, the time required for
the electronic structure calculation (including the forces on
the atoms) was reduced by about a factor of 2 compared to
a QM calculation.

The Model Cluster Cu 13(SCH2CH3)8
To examine the performance of the IMOMM approach for
metal cluster compounds, we selected the copper thiolate
cluster Cu13(SCH2CH3)8 in D4h as a realistic but also
computationally feasible model system. Ethylthionyl ligands
are the shortest alkane thionyls for which steric interactions
in the ligand shell are to be expected. In a recent study on
Au13(SCH3)n, we found that steric interactions are essentially
absent between the smaller methylthionyl ligands.46 For the
Cu13 metal core, we adopted a cuboctahedral reference
structure, comprising a central atom surrounded by a shell
of 12 “surface” atoms. It is the smallest cluster that features
a bulklike coordinated atom at its center. We preferred the
cuboctahedral over the icosahedral shape of Cu13 because
different ligand coordinations can easily be modeled. Also,
the bare cluster Cu13 in Ih symmetry is 11 kcal/mol less
stable; this result was not unexpected as the coinage metal
cluster Au13 shows a similar preference.39 During geometry
optimization, we imposedD4h symmetry constraints to restrict
the structure of the ligand shell such that we were able to
compare various ligand arrangements, optimized at both the
DF and the QM/MM levels of theory. Overall, the cluster
model chosen comprises all interactions present in larger
transition metal thiolate clusters, yet it is simple enough to
allow a full density functional treatment at the all-electron
level for comparison.

Figure 1 introduces the designations of the various sym-
metry inequivalent Cu centers of the cluster. InD4h sym-
metry, four surface atoms Cueq form a square in the horizontal
(equatorial) symmetry plane, perpendicular to the C4 main
axis. Four metal atoms each form squares of (100) surface
facets above and below that horizontal mirror plane; these
centers Cuax are referred to as “axial”. Finally, the central
atom of the cluster is labeled as Cuce.

As reference, we optimized the bare metal core Cu13 both
in Oh andD4h symmetry. InOh symmetry, all Cu-Cu bonds
are equivalent and the LDA optimized bond length is 2.400

Eb ) Etot[SCH2CH3] + {Etot[Cu13] -
Etot[Cu13(SCH2CH3)8]}/8 (5)

Figure 1. Cuboctahedral cluster Cu13 with labels of surface
facets, pertinent Cn symmetry axes, and designators of the
various atoms (ce ) central, eq ) equatorial, and ax ) axial).
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Å. The BP86 binding energy is 630 kcal/mol in total or 48.5
kcal/mol per atom. Because the highest occupied molecular
orbital inOh symmetry is only partially filled (t2g

5), a Jahn-
Teller distortion is expected, concomitant with a symmetry
lowering. ApplyingD4h symmetry constraints yielded two
different isomers. The “round” isomer is bound with 631
kcal/mol and exhibits bonds that deviate, at most, 0.04 Å
from those of theOh reference. The otherD4h isomer features
an overall oblate distortion where the equatorial atoms move
outward (Cuce-Cueq ) 2.842 Å) and the axial atoms move
inward (Cuce-Cuax ) 2.296 Å). With a BP86 atomization
energy of 622 kcal/mol, this oblate structure is slightly less
favorable than theOh reference.

We adopted two starting configurations for the optimiza-
tion of the ligated cluster Cu13(SCH2CH3)8. In the first case,
ligands were singly coordinated to the axial Cu atomss“on
top” in the terminology of surface science. Alternatively, the
ligands were attached to pairs of axial Cu atoms in 2-fold
(bridge) coordination (Figures 2 and 3). We did not
separately consider 3-fold coordination on the eight (111)
facets of Cu13 because, inD4h symmetry, ligands can move
from bridging to (ideal) 3-fold positions. For the two starting
configurations ofD4h symmetry, the S-C-C backbones of
the ethylthionyl ligands lie in vertical mirror planes, limiting
the number of possible conformations and, thus, facilitating
a direct comparison of QM/MM and full QM results.

To distinguish different conformations of the ligands, we
employ a labeling scheme that reflects the orientation of the
ligands attached to the top facets of the cluster (Figures 2
and 3). First, the coordination of the ligands is classified as
top (t) or bridging (b), according to thestartingconfiguration;
this designation is independent of where the ligands end up
after optimization. For a ligand anchored on the metal cluster
above the equatorial plane, the angle Cuax-S-C (<180°)
can be chosen to open upward (u) or downward (d) with
respect to theC4 main symmetry axis. In addition, the
S-C-C moiety can be oriented toward (inward) i) or away
from (outward) o) the C4 axis. The last conformational
degree of freedom inD4h symmetry is the orientation of the
terminal methyl group. It can be staggered (s) or eclipsed
(e) with regard to the SCH2 moiety. For example, the
concatenated symbol “buos” designates a cluster isomer with
bridging ligands (b), upward orientation (u) of the angle
Cu-S-C, outward (o) opening of the angle S-C-C, and
staggered conformation (s) of the methyl group. In summary,
eight different conformers result for a giveninitial coordina-
tion mode (t or b), yielding a total of 16 conformers to be
inspected.

According to experience with smaller compounds,15 the
C-C ligand bond has been chosen as the boundary between
QM and MM regions. Thus, in the hybrid approach, the QM
model was reduced to Cu13(SCH3)8 and the terminal methyl
groups of the ligands were treated at the MM level. The
dangling C-C bonds were saturated by capping H atoms,
using a constant ratio of the bond lengths, eq 4, with the
scaling factor set to 0.709.25 The boundary chosen between
QM and MM partitions also accounts for the fact that charge
transfer between these two regions is not included in the
IMOMM model applied.

QM Calculations on the Cluster
Cu13(SCH2CH3)8
To set the stage for the evaluation of the QM/MM results
on metal clusters, we first carried out QM reference cal-
culations at the all-electron LDA level, optimizing structures
for all 16 isomers. As visual inspection of optimized cluster
geometries (Figures 2 and 3) reveals, ethylthionyl ligands
are large enough so that steric effects play a role in the
structure of the ligand shell of eight ligands assembled on
the Cu13 cluster. Methyl end groups of top-coordinated
ligands remain further from each other above the (100) facets
because the ligands do not approach the cluster surface as
closely as bridging ligands do. For the latter, this crowding
effect is strongest for bdo isomers where the methyl end
groups come close to each other near the horizontal sym-
metry plane (with shortest H-H contacts at 1.81 Å); there,
methyl groups also get in close contact with Cueq atoms (with
Cu-H ) 1.97 Å). As top-coordinated ligands are further
from the cluster surface, these contacts are weakened
(shortest H-H at 2.18 Å and Cu-H at 2.43 Å) in tdo isomers
(Figure 2).

For a detailed discussion of these observations, we have
collected pertinent structure parameters in Table 1. We will
first address “top” and then “bridge” isomers.

The cluster-ligand bond length Cuax-S of top-coordinated
ligands varies only slightly, between 2.10 and 2.13 Å, where
the longer bonds are obtained for tdo isomers. Next-nearest
copper-sulfur distances Cueq-S exceed 3.7 Å for top ligands
oriented downward, but they decrease to 3.1-3.2 Å for the
upward orientation because ligands are shifted toward the
equatorial plane (Figure 2). Ligand orientation also signifi-
cantly affects the overall shape of the cluster as shown
by the various Cu-Cu nearest-neighbor distances. The
Cuce-Cueq distance decreases along the series tui> tuo >
tdi > tdo from ∼2.48 to 2.35 Å (Table 1). Concomitantly,
the Cuce-Cuax distance elongates, from∼2.38 to∼2.45 Å.
Thus, the shape of the metal cluster core changes from oblate

Figure 2. Four isomers of Cu13(SCH2CH3)8 with top coordi-
nation of the SCH2CH3 ligands and staggered orientation of
the methyl group: ligands oriented downward-inward (tdis),
downward-outward (tdos), upward-inward (tuis), and upward-
outward (tuos).
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to prolate. Clusters with “upward” oriented ligands exhibit
longer distances from the center to the equatorial Cu atoms
than in the corresponding conformation with the ligands
oriented “downward”. For instance, in td conformers, the
Cuce-Cueq bonds are∼0.1 Å longer than for the corre-
sponding tu isomers (cf. tdi vs tui). Correspondingly, the
Cuce-Cuax distance is∼0.05 Å longer in td isomers than in
the corresponding tu conformers.

The orientation of the methyl group, staggered or eclipsed,
affects bond distances in a minor way, typically by 0.01 Å
or less, but in some cases, these bonds can differ by up
to ∼0.02 Å between two corresponding isomers. Bond
lengths within the ligands vary in similarly narrow ranges:
1.82-1.84 Å for S-C1 and 1.50-1.53 Å for C1-C2. Bond
angles for Cuax-S-C1 are∼100° for tu, ∼105° for tdo, and
∼116° for tdi isomers.

The equilibrium geometries of clusters, where the structure
optimization started with bridge-coordinated ligands, show
rather different trends. An inspection of Figure 3 as well as
a comparison of the distances Cuax-S and Cueq-S reveals
that true 2-fold coordination is obtained only for the four
types of isomers with downward-oriented ligands (bd). For
these isomers, the Cuax-S bond length is 2.23-2.25 Å, while
the Cueq-S distance remains considerably longer,∼2.8 Å
for bdi isomers and∼3.2 Å for bdo structures (Table 1).
Bridge-hollow coordination is found for the four types of
bu isomers. There, the S atom lies still closer to the axial
copper atoms, with Cuax-S bonds of 2.19-2.20 Å, but the
Cueq-S contacts are only 0.11-0.17 Å longer, giving rise
to some bonding interaction in these bridge-hollow coordina-
tion modes. In agreement with steric considerations, S atoms
shift furthest to the 3-fold coordination site for bui rotamers
(Figure 3). The ligands try to avoid the steric stress above
the (100) facet by moving the S atom closer to the Cueq

centers. Cuax-S bonds of bridging ligands are systematically

longer than those of top-coordinated ligands by∼0.1 Å, as
previously found for Au13(SMe)n clusters.46 A comparison
of Cuce-Cueq and Cuce-Cuax bonds of a given isomer shows
that all these structures are prolate, with the Cuce-Cuax bonds
longer by 0.26-0.35 Å; however, there is no clear trend as
was found in the clusters with top-coordinated ligands.
Cuce-Cueq distances are 2.34-2.36 Å for bu isomers (with
upward-oriented bridging ligands) and 2.27-2.30 Å for bd
isomers (with downward-oriented ligands). The orientation
of the methyl group affects Cu-Cu bonds in a similarly
minor fashion as that in the top-coordinated clusters, with
two exceptions: the two pairs buis-buie and bdos-bdoe
feature changes of the Cuce-Cueq and Cuce-Cuax bonds, up

Table 1. Characteristic Bond Lengths (in Å) of 16 Isomers of Cu13(SCH2CH3)8 Optimized with D4h Symmetry Constraintsa

isomer Cuce-Cueq Cuce-Cuax Cueq-S Cuax-S S-C1 C1-C2 Cuax-S-C1

buis 2.339 2.662 2.298 2.193 1.853 1.500 118.4
buie 2.357 2.628 2.321 2.188 1.860 1.514 117.7
buos 2.345 2.604 2.365 2.201 1.860 1.503 115.4
buoe 2.356 2.614 2.326 2.196 1.863 1.516 119.4
bdis 2.283 2.573 2.837 2.236 1.847 1.510 109.5
bdie 2.286 2.572 2.835 2.234 1.850 1.523 109.8
bdos 2.299 2.603 3.281 2.254 1.815 1.493 113.6
bdoe 2.268 2.615 3.212 2.249 1.822 1.512 118.0
tuis 2.471 2.383 3.136 2.119 1.826 1.502 102.8
tuie 2.485 2.366 3.203 2.118 1.834 1.527 97.7
tuos 2.451 2.394 3.088 2.105 1.838 1.509 101.0
tuoe 2.449 2.400 3.077 2.103 1.835 1.525 104.8
tdis 2.402 2.409 3.708 2.101 1.823 1.510 116.3
tdie 2.403 2.408 3.707 2.101 1.824 1.522 116.6
tdos 2.345 2.459 4.113 2.134 1.817 1.501 104.0
tdoe 2.351 2.446 4.092 2.127 1.819 1.520 108.4

bdosb 2.859 2.500 2.173 2.244 1.850 1.503 138.6
bdoeb 2.868 2.500 2.168 2.239 1.859 1.512 138.7
tuis 2.471 2.383 3.136 2.119 1.826 1.502 102.8
tuieb 2.481 2.371 3.158 2.112 1.826 1.526 101.7

a For the designation of the various atoms, see Figure 1; for the designation of the isomers, see the text. b New isomers found with the help
of IMOMM results.

Figure 3. Four isomers of Cu13(SCH2CH3)8 with bridge
coordination of the SCH2CH3 ligands and staggered orienta-
tion of the methyl group: ligands oriented downward-inward
(bdis), downward-outward (bdos), upward-inward (buis), and
upward-outward (buos).
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to 0.03 Å, in opposite directions. The bond lengths within
the ligands also vary within similar margins as those for
cluster isomers with top coordination: 1.82-1.86 Å for
S-C1 and 1.49-1.52 Å for C1-C2. Cuax-S-C1 angles are
114-120° for bu as well as bdo isomers and are 110° for
bdi isomers.

Comparing clusters of the same ligand orientation, one
finds Cuce-Cueq bonds for top coordination longer than for
bridge coordination and Cuce-Cuax bonds shorter. Cuce-Cueq

bonds can differ by 0.08-0.13 Å, and Cuce-Cuax bonds can
differ by 0.14-0.28 Å (Table 1).

In Table 2, we compare various energetic parameters of
the 16 isomers. The total energy is referenced to that of the
most stable isomer, buos. In general, isomers with bridging
ligands are 90-120 kcal/mol more stable than isomers with
top-coordinated ligands of the same orientation. While the
total energies of isomers with bridging ligands span an
interval of ∼85 kcal/mol, the energies of isomers with
top-coordinated ligands scatter over an interval of∼70
kcal/mol. The most stable isomer with top-coordinated
ligands, tuos, is 17 kcal/mol less stable than the least stable
isomer with bridge-coordinated ligands, bdoe, and more than
100 kcal/mol less stable than the most stable isomer, buos.
These energy differences result from variations of the ligand
binding energiesEb, which are 11-15 kcal/mol for a given
ligand orientation (Table 2).

Among the “top” conformers, tdo isomers exhibit the
smallest ligand binding energies,∼44 kcal/mol, followed by
tdi isomers with∼47 kcal/mol; tu isomers have the largest
ligand binding energies,∼50 kcal/mol. The binding energy

of bridge-coordinated ligands varies typically between 55
and 63 kcal/mol and shows the same ordering as that for
top-coordinated ligands. bdo isomers have the lowest binding
energy, 55 kcal/mol, followed by bdi isomers with 59
kcal/mol and bu isomers with∼63 kcal/mol. BecauseEb

values are referenced to corresponding rotamer structures,
staggered and eclipsed, they show more clearly thanEtot

values the direct ligand-cluster interaction including steric
effects. This conclusion is supported by the very small
differences∆Eb between corresponding values of staggered
and eclipsed structures (Table 2).

As expected, the eclipsed form of the ethyl end group leads
to a higher total energy. For isolated ethylthionyl ligands
SCH2CH3, the energy difference between staggered and
eclipsed conformations was calculated at 2.6 kcal/mol. The
corresponding rotational barrier of ethylthiol HSCH2CH3

is calculated slightly higher, at 3 kcal/mol. For a cluster
with eight ligands, these values extrapolate to∼21 and 24
kcal/mol, respectively. Accordingly, the energies of most
pairs of rotamers between staggered (s) and eclipsed (e)
conformations differ by 23-25 kcal/mol (see∆Etot, Table
2). For the bdo and tdo isomers, this energy difference∆Etot

is ∼3 and 5 kcal/mol, respectively, smaller (by absolute
value) than the average value of 24 kcal/mol; however, these
energy variation values translate into binding energy changes
of less than 1 kcal/mol per ligand (see∆Eb, Table 2). Only
the tui rotamers are separated notably further in energy as
the eclipsed rotamer is 40 kcal/mol less stable than the
corresponding staggered structure. This increase of the energy
difference is due to specific ligand-ligand interactions which
are enforced by the constraints of the ligand conformation
(Figure 2). Indeed, in the tuie conformation, the energy of
the ligand shell (SCH2CH3)8 (in a configuration with eight
unpaired spins) is 13.6 kcal/moldestabilizedrelative to the
energy of eight isolated ligands in the eclipsed conformation.
Yet, a single ethylthionyl in the optimized conformation of
the tuie isomer is only 0.1 kcal/mol less stable than the free
ligand. In contrast, the ligand shell (SCH2CH3)8 is stabilized
by 5.1 kcal/mol relative to the energy of eight isolated ligands
in a staggered conformation. Thus, the unusual high desta-
bilization of the eclipsed tui rotamer derives from an
unfavorable interligand interaction.

As expected, we determined a doublet ground state for
all but two isomers of the cluster Cu13(SCH2CH3)8, reflecting
the odd number of electrons of the system. The tdo pair of
isomers was found to be more stable in the quartet state.
For structures with bridging ligands, the gap between highest
occupied and lowest unoccupied spin-orbitals is 0.5-0.9
eV, whereas it is considerably smaller, 0.05-0.2 eV, for
isomers with terminal ligand coordination, rationalizing to
some extent the exceptional quartet state of two t-type
structures.

Finally, we mention additional cluster isomers of the td
type with an overall oblate shape (not listed in the tables),
which we found when we tried to use the flat, bare Cu13 as
an underlying cluster core. Because these cluster conforma-
tions represent states of higher energy compared to their
prolate congeners (Etot 3.7 kcal/mol higher for tdie and tdoe,

Table 2. Total Energies Etot Relative to That of the Isomer
buos and Binding Energies Eb Per Ligand for the Various
Isomers of Cu13(SCH2CH3)8 as well as Corresponding
Energy Differences ∆Etot and ∆Eb between Staggered (s)
and Eclipsed (e) Conformers of a Given Ligand
Coordination Modea

isomer Etot ∆Etot Eb ∆Eb

buis 1.7 -25.3 62.9 0.6
buie 26.9 62.3
buos 0.0 -23.3 63.1 0.3
buoe 23.3 62.8
bdis 30.1 -25.3 59.4 0.6
bdie 55.4 58.8
bdos 64.7 -21.3 55.0 0.1
bdoe 86.0 55.0
tuis 106.2 -40.4 49.8 2.5
tuie 146.6 47.4
tuos 102.8 -25.3 50.3 0.6
tuoe 128.1 49.7
tdis 122.7 -25.8 47.8 0.6
tdie 148.5 47.1
tdos 151.1 -18.9 44.2 -0.2
tdoe 170.0 44.4

bdosb 2.2 -23.5 62.8 0.3
bdoeb 25.7 62.5
tuis 106.2 -31.3 49.8 1.3
tuieb 137.4 48.5

a Energies in kcal/mol. b New isomers found with the help of
IMOMM results.
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5.5 kcal/mol for tdis, and 7.4 kcal/mol for tdos), we will not
discuss them further.

IMOMM Calculations on the Cluster
Cu13(SCH2CH3)8
To assess the applicability and accuracy of the IMOMM
QM/MM approach for metal cluster compounds, we will now
compare IMOMM results to those obtained previously in
all-electron QM calculations. At first, we used the very same
initial structures for the QM/MM geometry optimizations as
those used previously for the pure QM optimizationssto
locate, as far as possible, the same local minima. We will
begin with discussing the results of these optimizations. For
some isomers, this strategy failed to identify analogous local
minima, and we had to expand our search, as will be detailed
later on.

To characterize the consequences of the different com-
putational methods, we will start with a discussion of the
largest structural deviations. The geometric parameters of
IMOMM-optimized cluster compounds are displayed in
Table 3, together with the deviations from the corresponding
QM results. An inspection of the bond distances and their
deviations reveals that the largest differences between QM
and QM/MM results occur for the bdo isomers; below, we
will discuss these structures separately. For the remaining
structures, the average absolute deviations are 0.013 Å (0.033
Å) for Cuce-Cueq, 0.010 Å (0.024 Å) for Cuce-Cuax, 0.030
Å (0.055 Å) for Cueq-S, 0.006 Å (0.018 Å) for Cuax-S,
and 6.0° (18.9°) for Cuax-S-C1; the maximum absolute
deviations are given in parentheses. From these values, one
concludes that the IMOMM method works rather well for
such ligated metal cluster compounds. Distances Cuax-S are
particularly well-reproduced. In contrast, discrepancies in the
angles Cuax-S-C1 indicate a propensity for easy deformation

in this structural characteristic. As these angles are not
stabilized by any additional direct bond, they react strongly
on (small) changes in the environment and, therefore, can
be used as sensitive indicators for (other) very small structural
discrepancies. According to this criterion, the isomers bdo,
tui, and tdo deserve special attention (Table 3) as the
discrepancies in the angles range from 10 to 25°. Also, the
bui isomers, with differences in the Cuax-S-C1 angle of
4-6°, can be mentioned in this context.

We first turn to the bdo isomers, which show the largest
structural differences between IMOMM and full QM cal-
culations. In the QM/MM structures, the Cueq-S distances
are significantly elongated, more than 1 Å, compared to the
corresponding QM structures (Table 3). This strong discrep-
ancy reflects the displacement of the ligands from bridge
sites in the QM-optimized structure to 3-fold hollow positions
in the QM/MM case (Figure 4). Also, the structures of the
Cu13 core differ noticeably between the two types of calcu-
lations. In the IMOMM calculations, the Cuce-Cueq distances
are∼0.5 Å longer and the axial bonds Cuce-Cuax are 0.1 Å
shorter. Thus, the shape of the cluster core as determined
by the QM/MM calculations is quite similar to that of the
oblate bare cluster Cu13. Recall that the latter isomer of the
bare cluster is only∼10 kcal/mol less stable than the prolate
isomer. These very substantial differences for the bdo isomers
between the results of the two computational methods, which
obviously do not present the same minimum at the potential
energy surface, can be traced to the corresponding ligand
arrangements. In the all-electron case, the ligands of the bdo
rotamers wrap around the cluster surface (Figure 4), resulting
in rather short contacts (<2.5 Å) between the methyl groups
of the ligands and the Cueq centers. In the bdoe conformer,
the corresponding Cueq-H contacts are just 1.97 Å, but this
distance is 2.31 Å in the bdos isomer. One expects this

Table 3. Characteristic Geometric Parameters of the Cu13 Cluster Core and the Cluster-Ligand Interface of 16 Conformers
of Cu13(SCH2CH3)8 from QM/MM Calculations and Deviations δ(QM/MM-QM) from the Corresponding QM Resultsa

isomer Cuce-Cueq δ Cuce-Cuax δ Cueq-S δ Cuax-S δ Cuax-S-C1 δ

buis 2.368 0.029 2.644 -0.018 2.287 -0.011 2.187 -0.006 124.1 5.6
buie 2.370 0.013 2.631 0.003 2.314 -0.006 2.188 0.000 121.9 4.2
buos 2.357 0.012 2.619 0.015 2.322 -0.043 2.193 -0.008 118.4 3.1
buoe 2.358 0.003 2.620 0.006 2.320 -0.006 2.192 -0.004 118.4 -1.0
bdis 2.276 -0.007 2.578 0.005 2.874 0.036 2.234 -0.002 107.2 -2.3
bdie 2.276 -0.009 2.579 0.006 2.882 0.047 2.234 -0.001 107.0 -2.9
bdos 2.807 0.508 2.509 -0.095 2.177 -1.104 2.240 -0.014 138.8 25.2
bdoe 2.811 0.543 2.507 -0.108 2.177 -1.035 2.235 -0.014 138.3 20.2
tuis 2.485 0.014 2.368 -0.015 3.163 0.027 2.111 -0.007 113.1 10.2
tuie 2.483 -0.002 2.369 0.003 3.169 -0.034 2.109 -0.008 116.7 18.9
tuos 2.482 0.030 2.376 -0.018 3.132 0.044 2.112 0.006 102.9 1.9
tuoe 2.482 0.033 2.376 -0.024 3.132 0.055 2.111 0.008 103.0 -1.9
tdis 2.394 -0.007 2.414 0.005 3.733 0.025 2.103 0.003 113.0 -3.3
tdie 2.395 -0.008 2.414 0.005 3.735 0.027 2.103 0.002 112.9 -3.8
tdos 2.349 0.005 2.442 -0.017 4.072 -0.041 2.116 -0.018 116.1 12.1
tdoe 2.339 -0.011 2.445 -0.001 4.069 -0.023 2.115 -0.013 121.8 13.3

bdosb 2.807 -0.053 2.509 0.009 2.177 0.005 2.240 -0.004 138.8 0.2
bdoeb 2.811 -0.057 2.507 0.007 2.177 0.008 2.235 -0.004 138.3 -0.4
tuis 2.485 0.014 2.368 -0.015 3.163 0.027 2.111 -0.007 113.1 10.2
tuieb 2.483 0.002 2.369 -0.002 3.169 0.011 2.109 -0.003 116.7 14.9

a Bond lengths and their differences in Å; angles and their differences in degrees. b Differences to new DF isomers found with the help of
IMOMM results.
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nonbonding interaction to be clearly repulsive. Indeed, the
QM/MM structure (Figure 4) seems to imply a strong
repulsion as the Cueq-H contacts elongate substantially, to
3.29 Å in the bdoe conformer and to 3.57 Å in the bdos
conformer.

These significant differences between the results for the
bdo structures can be attributed to the different representation
of nonbonding interactions by the DF and FF methods. The
currently popular exchange-correlation approximations of
LDA and GGA types are unable to account for dispersion
interaction in a quantitative fashion,47 although some success
has recently been claimed with specially parametrized
functionals as well as a time-dependent density-functional
theory approach.48-52 For the LDA functional applied here,
this methodological deficiency becomes manifest in too-short
nonbonding contacts53 which may be rationalized by an
artificial attraction due to density overlap;54 this failure is
also observed for GGA functionals.54 In addition, a common
feature of all mathematically local density functionals is the
missing dispersion interaction.47,54 On the other hand, force
fields explicitly account for van der Waals interaction via
their parametrization. Thus, for short nonbonding contacts,
one can expect proper repulsion and, consequently, more
reliable results from a FF (or a QM/MM) approach than from
a pure DFT-based method. Furthermore, if nonbonding
contacts are present, the risk of locating different minima in
QM/MM and DF optimizations is increased as a result of
artificial stabilization of nonbonding contacts in LDA or
GGA calculations.54

As a check of this hypothesis, we evaluated the difference
∆EMM of the force-field energy contributions at QM- and

QM/MM-optimized geometries for the isomers bdo, buo, tui,
and tdo:

We chose the isomers with the largest deviations between
QM and QM/MM and one pair with small structure differ-
ences as counterexamples (buo). More than 95% of∆EMM

derives from van der Waals interaction. Just as expected,
∆EMM values for the bdo isomers are unusually large, more
than 400 kcal/mol. Also, the∆EMM of isomer tuie is quite
large, 330 kcal/mol. The analogous values for other con-
formers are notably smaller, 109 kcal/mol for tdoe, 52
kcal/mol for tdos, and 60 kcal/mol for tuis. As expected,
∆EMM values are very small, 1.1 and 6.6 kcal/mol, for the
buo counterexamples.

According to these findings, QM and QM/MM results for
other isomers with short interligand H-H or Cu-H contacts
should also differ. Indeed, bui, tui, and tdo conformers (in
addition to the bdo structures) exhibit such relatively short
interligand contacts. Cu-H contacts of the tdo isomers from
the all-electron QM calculations (with Cuax: tdos- 2.77 Å
and tdoe- 2.43 Å) are quite a bit longer than in the bdo
isomers (2.31 and 1.97 Å; see above). Consequently,
differences between QM and QM/MM results for bond
lengths were considerably smaller for tdo than for bdo
isomers, although Cuax-S-C bond angles increased notably
in the tdo isomers, by 12-13° (Table 3). In the same spirit,
relatively short H-H contacts of about 2.3 and 2.5 Å for
the tuis and tuie isomers, respectively, did not prevent good
agreement among bond distances obtained from QM and
QM/MM calculations but were reflected in larger values of
Cuax-S-C angles from QM/MM calculations, 10° (tuis) and
19° (tuie). For bui isomers, the structural trends seem
comparable to those of the tui isomers, but the changes in
the Cuax-S-C angles are much smaller (Cu-H ) 3.11 and
3.16 Å and H-H ) 2.42 and 1.91 Å for buie and buis,
respectively). Because bridge-coordinated ligands are closer
to the “surface” of the cluster core, they have to bend less
to form H-H contacts comparable to those of tui structures.
For the tuie isomer, even a very short Cuax-H contact of
2.085 Å was obtained in the full QM calculation.

The structures with close Cu-H and H-H contacts are
the very same structures that we previously had singled out
with the help of the criterion of the Cuax-S-C1 angles.
Whereas the Cuax-S-C1 angles from QM/MM and full QM
calculations differ noticeably in the bui, tdo, and tui
conformers, bond distances deviate, at most, by 0.04 Å.
Apparently, the ligands are just differently oriented, but the
individual structures of both the ligands and the cluster core
remain largely unchanged. Indeed, the shape of the clusters
stays oblate for “bridge” coordination and prolate for “top”
coordination. Also, the IMOMM approach yields the same
2- or 3-fold coordination as that of the full QM calculations.

The differences between the results from the QM and
QM/MM approaches are reflected by the energetics as well
(Table 4). Also, for the IMOMM calculations, we use the
buos structure as an energy reference. Bridge-coordinated

Figure 4. Geometries of the bdos isomer with bridge-
coordinated ligands in “downward” orientation with outward-
pointing methyl tail groups. Structures from full DF (QM1) and
QM/MM calculations which have been started from the same
initial structure as well as the DF (QM2) result which has been
obtained when starting from the QM/MM geometry.

∆EMM ) [EMM(XY) - EMM(X)]QM geometry-
[EMM(XY) - EMM(X)]QM/MM geometry (6)
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clusters have IMOMM energies that are up to 68 kcal/mol
higher than that of the reference, spanning an interval of 74
kcal/mol, compared to 86 kcal/mol at the full QM level. The
relative total energies of top-coordinated clusters fall into
the range from 100 to 171 kcal/mol, compared to 103-170
kcal/mol at the full QM level. The energy separation of
clusters with bridge- and top-coordinated ligand shells is
somewhat more pronounced at the QM/MM level (33
kcal/mol) than at the full QM level (16 kcal/mol).

The buos structure features a low energy also at the
IMOMM level, but the buis and bdos structures are some-
what lower in energy. At the QM/MM level, the buis
structure is 8.6 kcal/mol stabilized compared to the full
QM calculation (δEtot, Table 4). In fact, the total energies
from both types of calculations correlate reasonably well
(Figure 5), with differencesδEtot typically ranging from-12
to 9 kcal/mol, with three rather notable exceptions: the
structures bdos (68 kcal/mol), bdoe (49 kcal/mol), and tdos
(23 kcal/mol). Below, we will discuss these structures in
more detail.

As in the full QM calculations, isomers with staggered
methyl substituents are always more stable than those with
an eclipsed orientation of the methyl groups. The differences
∆Etot from the IMOMM calculations, ranging now from 31
to 46 kcal/mol, are notably larger than those from the full
QM calculations. IMOMM values typically are close to 34
kcal/mol, 10 kcal/mol larger than typical QM values (Table
4). This difference is traced back to corresponding differ-
ences for the isolated thionyl ligands: In the QM/MM

approach, the rotational barrier of the ethyl end group is
calculated at 4.0 kcal/mol, whereas a full DF treatment yields
a value of 2.6 kcal/mol. Test calculations on ethane yielded
rotational barriers of 2.9 kcal/mol for QM/MM and 2.6
kcal/mol for QM, in good agreement with experimental
values (2.9 kcal mol55).

The ligand binding energiesEb from full QM calculations
are very well reproduced with the IMOMM approach. Ligand
binding energies of bridge-coordinated structures from
IMOMM calculations, 62-67 kcal/mol, are again notably
larger than those of top-coordinated structures, 49-53
kcal/mol. TheseEb values show the same independence of
the orientation of the methyl substituents (staggered vs
eclipsed) when referenced to the appropriate rotamer struc-
ture; the largest difference∆Eb is 1.6 kcal/mol. An inspection
of Table 4 reveals that the ligand binding energiesEb from
the IMOMM calculations are consistently larger than those
from full QM calculations, by 2.3-5.6 kcal/mol if one leaves
aside the bdo isomers withδEb values of-11.2 and-10.4
kcal/mol, respectively. These differences are mainly due to
approximating ethylthionyl ligands by their methylthionyl
congeners in the QM subsystem of the IMOMM calcula-
tions.15 Slight variations among the (regular) ligand binding
energies, for example, fromδEb ) -2.7 kcal/mol for buos
to δEb ) -3.8 kcal/mol for buis, stabilize the latter structure
and cause it to become the ground state of the QM/MM
calculations.

We did not observe major differences in the electronic
structure between QM and QM/MM results, although the
QM system in the IMOMM approach is reduced to
Cu13(SCH3)8. As in the QM calculations, doublet ground
states were obtained for all isomers except for the pair tdo,
for which, again, quartet states were determined. Gaps
between highest occupied and lowest unoccupied spin-
orbitals amounted to 0.6-0.85 eV for structures with bridge-
coordinated ligands and to 0.05-0.1 eV for structures with
terminally coordinated ligands, again, in good agreement with
the QM results. Thus, truncation of the ligand at the first
CC bond also preserves essential features of the electronic
structure of the cluster in the QM/MM calculation.

Table 4. Relative Total Energies Etot, Binding Energies Eb

Per Ligand from QM/MM Calculations on 16 Conformers of
Cu13(SCH2CH3)8, and Corresponding Energy Differences
∆Etot and ∆Eb between Staggered (s) and Eclipsed (e)
Conformers of a Given Ligand Coordination Mode. Also
Shown Are the Differences δEtot and δEb from the
Corresponding QM Energiesa

isomer Etot ∆Etot δEtot Eb ∆Eb δEb

buis -6.9 -30.9 8.6 66.7 -0.2 -3.8
buie 24.0 2.9 67.0 -4.6
buos 0.0 -34.1 0.0 65.8 0.2 -2.7
buoe 34.1 -10.9 65.7 -2.9
bdis 32.7 -34.7 -2.7 61.7 0.2 -2.4
bdie 67.4 -12.1 61.5 -2.7
bdos -3.0 -39.7 67.7 66.2 0.8 -11.2
bdoe 36.6 49.3 65.4 -10.4
tuis 100.2 -45.8 6.0 53.3 1.6 -3.5
tuie 146.0 0.6 51.7 -4.3
tuos 100.7 -34.8 2.1 53.2 0.2 -3.0
tuoe 135.5 -7.4 53.0 -3.3
tdis 126.2 -34.6 -3.6 50.1 0.2 -2.3
tdie 160.8 -12.3 49.8 -2.7
tdos 127.8 -43.0 23.3 49.9 1.3 -5.6
tdoe 170.8 -0.8 48.6 -4.2

bdosb -3.0 -39.7 5.2 66.2 0.8 -3.4
bdoeb 36.6 -10.9 65.4 -2.9
tuis 100.2 -45.8 6.0 53.3 1.6 -3.5
tuieb 146.0 -8.6 51.7 -3.2

a Energies in kcal/mol. b Differences to new DF isomers found with
the help of IMOMM results.

Figure 5. Correlation of Etot, QM vs QM/MM values (in
kcal/mol). Crosses denote results of corresponding minima;
circles refer to deviating minima obtained when invoking the
same starting condition in the optimization. For details, see
text.
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After this examination of the QM/MM results and their
deviations from a full DF treatment, we note adequate overall
similarity between the energetics at the two levels of theory.
The bdo isomers with their artificially close Cu-H contacts
at the all-electron DF level have already been identified as
special cases when we analyzed the structures. Above, we
had concluded that IMOMM structures are more realistic
than the pure QM structures, which are significantly higher
in energy for bdo isomers (by 50-70 kcal/mol; Table 4).
Given these large energy differences, it seems worth studying
whether the more realistic energetics at the QM/MM level
in fact produce a local minimum that corresponds to the one
located previously at the all-electron QM level.

To probe this conjecture, we started all-electron QM
structure optimizations fromall geometries optimized at the
IMMOM level. Indeed, for 3 of the 16 isomers, we found
new minima with lower full QM total energies than obtained
previously. It is not too surprising that the two special
structures bdos and bdoe were among them; the new QM
structures turned out to be substantially more stable (by 62.5
and 60.3 kcal/mol, respectively) than the old QM structures.
The third case was the isomer tuie, also discussed before as
a case with unusually close nonbonding contacts (see above);
its new QM structure is, by 9.2 kcal/mol, more stable. As
expected,∆EMM values characterizing the van der Waals
repulsion decreased substantially for the new QM structures
(bdos: 11 kcal/mol; bdoe: 40 kcal/mol; tuie: 177 kcal/mol).
The corresponding structure and energy data for the bdo and
tui isomers are displayed in the lower sections of Tables 1-4.
Note that there is only one QM structure for the tuis isomer;
the corresponding data are shown to allow a full comparison
of all table entries.

The new bdo structures are now the only bridge-
coordinated systems for which we found an oblate cluster
core (Figure 4, QM2). Their ligands are 3-fold bound, as in
the bu isomers. The S-C bond lengths of the new structures
now fit better with values for other clusters with bridging
ligands. The new, full QM structures of the bdo isomers agree
well with the corresponding QM/MM structures, with the
largest differences (0.053-0.057 Å) occurring for the
Cuce-Cuax distances (Table 3). The new QM structure of
the tuie isomer is structurally quite similar to the old one,
also yielding a relatively large difference of 14.9° to the
QM/MM result of the sensitive angle Cuax-S-C1 (Table
3). Now, the average absolute (and maximum) deviations
between the QM and QM/MM results ofall isomers are
0.018 Å (0.057 Å) for Cuce-Cueq, 0.010 Å (0.024 Å) for
Cuce-Cuax, 0.026 Å (0.055 Å) for Cueq-S, 0.006 Å (0.018
Å) for Cuax-S, and 5.1° (14.9°) for Cuax-S-C1.

The three new isomers also fit the energetic characteristics
of their congeners very well. The energy difference∆Etot

between the staggered and eclipsed tui conformers is now
reduced to -31.3 kcal/mol from, previously,-40.4
kcal/mol (Table 2). Most noticeable is the agreement of the
new QM energies for the bdo isomers with the corresponding
QM/MM values; theδEtot values (bdos: 5.2 kcal/mol; bdoe:
-10.9 kcal/mol) now fall in the normal range (see above
and Table 4). With these new total energies, the correlation
between QM and QM/MM improves drastically; the regres-

sion coefficientr2 for the values ofEtot increases from 0.87
for the original data to, now, 0.98 (Figure 5). A similar
improvement is observed for the differencesδEb between
QM and QM/MM ligand binding energies. The deviation,
previously∼10 kcal/mol, decreased to less than 4 kcal/mol
(bdos:-3.4 kcal/mol; bdoe:-2.9 kcal/mol; Table 4).

From this reoptimization of QM structures, we conclude
that the overestimation of nonbonding interactions in the DF
approach may lead to local minima that are different from
those obtained with the IMOMM approach because the DF
energetics favor structures involving artificially close con-
tacts. Of course, on a potential energy surface in a high-di-
mensional space, it is quite difficult with a standard opti-
mization procedure to avoid localizing a metastable local
minimum instead of the true ground state. Yet, it is encour-
aging that, in the example discussed above, the more realistic
treatment of van der Waals interactions in the QM/MM
approach resulted in the identification of low-lying minima.

Conclusions
We carried out the first QM/MM study on a ligand-protected
d metal cluster, using a density-functional-based IMOMM
approach. As a model compound, we chose the copper
thiolate cluster Cu13(SCH2CH3)8, imposingD4h symmetry
constraints to enable the evaluation of ligand arrangements
with bridge-hollow and top coordination at the Cu13 cluster
core. We considered various orientations of the ligands
relative to the surface of the metal particle as well as
staggered and eclipsed forms of the ethyl end group of the
ligands, yielding a test set of 16 conformers. Structures have
been optimized with an LDA functional; energies were
evaluated in single-point fashion using a GGA functional.
To assess the performance and accuracy of the IMOMM
approach, we optimized all 16 isomers of Cu13(SCH2CH3)8

at both the all-electron DF and the QM/MM levels, using
one starting geometry for each isomer.

With some exceptions, we found that the QM/MM
approach reproduces the results of the full QM calculations
in satisfactory fashion, for both structure and energy data.
The structures of a pair of staggered and eclipsed rotamers
(bdoe/bdos) showed close Cu-H or H-H contacts in the
(original) QM structures which were not reproduced in the
corresponding QM/MM calculations. In that case, QM and
QM/MM results for structure and energetics differed sub-
stantially. Less severe differences were found for other
isomers exhibiting short nonbonding contacts (buis/buie, tuis/
tuie, and tdos/tdoe). In the DF calculations with standard
exchange-correlation functionals, such close nonbonding
contacts lead to artificial attractive interactions which are
absent in QM/MM calculations when van der Waals interac-
tions are handled at the MM level. Reoptimization of all QM
structures starting from QM/MM-optimized geometries
yielded new QM structures for those three isomers that
previously had exhibited the strongest deviations from
QM/MM results. The isomers of bdo obtained with the new,
full QM calculations exhibit∼0.8 Å longer Cu-H distances
(bdoe 2.76 Å, bdos 3.24 Å). Nevertheless, the H-H contacts
increased by only 0.2 Å for bdoe compared to the old isomer.
Figure 4 (QM2) reveals that even the ligands approach each
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other more closely in the new, full DF structures than in
those obtained with the QM/MM treatment. Thus, one
obtains overall good agreement between QM and QM/MM
calculations. The shortcomings regarding nonbonding inter-
actions displayed by the DF approach, based on a standard
exchange-correlation functional, in general, lead to small
deviations of structural and energetic results. For certain cases
with the largest structural discrepancies, the optimization
actually had resulted in two different local minima.

On the basis of this study, we conclude that the IMOMM
approach is capable of treating metal cluster compounds
comprising extended ligand shells. However, one has to be
aware of potential deviations from a full quantum mechanical
treatment when short nonbonding contacts occur, especially
across the boundary of the QM and MM parts of the model.
This issue is particularly crucial if the QM treatment is based
on LDA or GGA density functional calculations. Such
exchange-correlation functionals are known to fail for
nonbonding (dispersion) interactions. Thus, in contrast to
other systems, one may expect that a QM/MM approach,
employing a suitably parametrized force field, will yield more
reliable results for systems involving many van der Waals
contacts in the ligand shell or across the boundary of the
QM and MM regions.
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Abstract: We have studied a three-dimensional time-dependent quantum dynamics of He -
O2 inelastic scattering by using a recently published ab initio potential energy surface. The state-

to-state transition probabilities at zero total angular momentum have been calculated in the

energy range of 0.12-0.59 eV, and the product rotational distributions are extracted. J-shifting

approximation is used to estimate the probabilities for J > 0. The integral cross sections and

thermal rate constants are then calculated.

1. Introduction
Over the past years, several time dependent quantum wave
packet methods were suggested that time dependent quantum
approach is quite useful and transparent for studying the
dynamics of elementary chemical process, because it allows
the direct calculation of observables and shows the possible
elementary mechanism.1 The time-dependent Scho¨rdinger
equation is initialized from a known quantum state of the
system, and the solution of the time dependent Schro¨dinger
equation yields all possible outcomes of interest arising from
this initial point. The results for a large range of collision
energy can be obtained from a single solution of time-
dependent Schro¨dinger equation.2 The time dependent ap-
proach recently has been used both for two-dimensional and
three-dimensional atom-diatom inelastic scattering by many
researchers.3-11

The He+ O2 may be considered as a prototypical atom-
diatom system for low translational energy scattering studies
as O2 is paramagnetic and hence suitable for magnetic
trapping method at low energies.12,13 Therefore, it has been
subject to many studies especially concentrated on the
rotational alignment and cooling in seeded supersonic
expansions of O2 in He.14,15 In general, empirical potential
energy functions have been employed to investigate this
effect. Recently, Groenenboom and Struniewicz13 have
calculated a three-dimensional ab initio ground potential
energy surface. Diatomic potential used was constructed from
the ab inito calculation and Rydberg-Klein-Rees (RKR) data
fitting.16 Using this full ab inito potential energy surface,
the vibrational structure and predissociation dynamics of He
+ O2 have been theoretically investigated.17 Balakrishnan

and Dalgarno18 have carried out the time-independent
quantum mechanical calculations to investigate zero tem-
perature quenching rate coefficients for vibrationally and
rotationally excited O2 in collisions with3He.

In this paper, we discuss a three-dimensional inelastic
scattering of He+ O2 by using a grid-based time dependent
quantum wave packet method.2 The paper is organized as
follows. In section 2 we discuss the time dependent quantum
theory of atom-molecule inelastic scattering. In the last
section, the state-to-state inelastic transition probabilities,
product rotational distribution, reaction cross sections, and
thermal rate constants for the He+ O2 system are discussed.

2. Theory
The method used here is based on the propagation of a state-
selected initial wave function in a series of complex
Chebychev polynomials and the use of fast Fourier trans-
form,19 discrete variable representation (DVR),20 and poten-
tially optimized discrete variable representation techniques21

for the action of the Hamiltonian operator. The triatomic
Hamiltonian operator with total angular momentumJ ) 0
may be written in terms of Jacobi coordinates as

whereR is the distance between the He atom and the center
of mass of O2, r is the O2 bond length, andγ is the angle
betweenRandr. µ andµ′ are corresponding reduced masses,
andj is the rotational angular momentum operator of the O2

molecule.HBC(r) is the Hamiltonian operator for the diatomic

Ĥ ) - p2

2µ
∂

2

∂R2
+ p2j 2

2µR2
+ U(R, r,γ) + HBC(r) (1)
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molecule andU(R, r,γ) ) V(R, r,γ) - V(R ) ∞, r, γ )
180°). As proposed by Kosloff22 the solution of the time-
dependent Schro¨dinger equation is written in terms of
modified complex Chebychev polynomials in the form

whereΦn ) Cn(-iĤnorm)ψ(R, r, γ, t ) 0) with ψ(R, r, γ, t
) 0) being the initial wave function,Cn(x) complex the
Chebychev polynomials (CP),Jn(x) the Bessel functions, and
∆E is the magnitude of the entire energy spread of the
spectrum of the unnormalized Hamiltonian operatorĤ. The
propagation requires the operation of theCn(-iĤnorm) on ψ.
This is performed by using a three-term recursion relation
of the Chebychev polynomials

The recurrence is started by setting two initial values asΦo

) ψ(R, r, γ, t ) 0) andΦ1 ) -iĤnormψ(R, r, γ, t ) 0). The
initial wave function has three components describing the
translational motion of the incoming atom and the vibrational
and rotational motions of the target molecule, respectively.
The translational wave function has been described in
Gaussian form given an initial kinetic energy. The vibrational
eigenvalue and eigenfunctions of the diatomic molecule are
calculated by solving the time independent Schro¨dinger
equation.23 The rotational component of the wave function
is expressed in associated Legendre polynomials. The action
of the Hamiltonian on the wave function in eq 3 is carried
out in the following way: Since the potential energy is
diagonal in coordinate space, its action on the wave function
involves just the multiplication of the values of the potential
with those of the wave function at the same spatial grid
points. A uniform grid is used for the coordinateR, and the
action of the associated kinetic energy operator on the wave
packet is evaluated using fast Fourier transforms.19 The
eigenfunctions of the angular kinetic energy operator are
known to be the associated Legendre functionsPj

K(cos γl)
in the general case. For the present application, asJ is taken
to be zero, normalized Legendre polynomials may be used.
Light et al.20 have discussed the grid or DVR representation
based upon a Gauss-Legendre quadrature scheme, and we
use this DVR technique for the angular variableγ in the
present work. The angular grid points are just the Gauss-
Legendre quadrature points. The DVR method allows one
to define a transformation matrix which can be used to
transform the wave function from the grid (or DVR)
representation, in which a value is associated with each grid
point {γl, l ) 1, 2,.} to a fixed basis representation (FBR)
corresponding to an expansion of the wave packet in terms
of normalized Legendre polynomialsP̂j(cosγl). (Note that
P̂j is used to denote a normalized Legendre polynomial where
P̂j ) x(2j+1)/2Pj and Pj is the usual (unnormalized)
Legendre polynomial.) The action of the angular part of the
kinetic energy operator on the wave function may be easily
evaluated when the wave function is expressed as an
expansion in Legendre polynomials. This requires the

transformation of the wave function from the grid to the FBR
representation. The transformation is accomplished by a
unitary transformation matrixT defined in terms of normal-
ized Legendre polynomials asTj, l ) ωl

1/2P̂j(cosγl). If an Nγ

Gauss-Legendre quadrature scheme is used, then the maxi-
mum value ofj in the associated fixed basis representation
(FBR) is jmax ) (Nγ - 1). In the FBR representation the
action of the angular part of the kinetic energy operator on
the wave function is accomplished by simply multiplying
by j(j + 1)/2I. The final DVR wave function is then obtained
by carrying out an inverse transformation from the FBR to
the grid or DVR representation. This inverse transformation
is carried out by using the Hermitian conjugate of the matrix
T. The action of diatomic Hamiltonian operator is performed
by using a potentially optimized discrete variable representa-
tion technique which we described in our previous study.7

In numerical evaluation for atom-diatom inelastic scat-
tering, the initial wave packet is located in the asymptotic
region of entrance channel and propagated on the potential
energy surface toward the strong interaction region. In this
work we wish to compute state-to-state inelastic scattering
probabilities and must therefore follow the development of
the wave packet being reflected from the interaction region.
Our method of extracting the state-to-state reaction prob-
abilities from the wave packet dynamics requires us to
analyze the wave packet as it passes a line in the asymptotic
region. To extract the cross section and other observable
quantities from the wave packet dynamics, the wave packet
is analyzed at each time step by taking cuts through at a
fixed value of the scattering coordinateR ) R∞

whereωk are the weights in Gauss Quadrature formula.2 The
transition probabilities for the production of specific final
vibrational-rotational states from a specified initial reactant
level are given by24

whereAV′j′(E) are the Fourier transform of time dependent
coefficients (Cν′,j′(t)). kjV is related to total energyE and
rovibrational energy states of the diatomic molecule,εjV, by

In applying the time-dependent quantum methods to scat-
tering problems one is always faced with numerical difficul-
ties associated with the reflection of the wave function from
the end of the grid. This artificial boundary reflection is due
to the discretization of the continuum space by a finite space.
Therefore, the wave packet after being analyzed has to be
disposed of before reaching the edges of the grid. At present
calculations, a negative complex damping potential with
aquadratic form has been used at both edges of the grid. For
this reason, the normalized Hamiltonian operator is given
in eq 3

ψ(R, r, γ, t) )

e-(i/h)(∆E/2+Vmin)t∑
n)0

N

(2 - δn0) × Jn(∆Et

2p )Φn (2)

Φn+1 ) -2iĤnormΦn + Φn-1 (3)

Cν′,j′(t) ) ∫r)0

∞
(∑

k

ψ(R∞, r, γk, t)Pj′(γk)ωk)φV′j′(r)dr (4)

PjV,V′j′(E) ) p2

µµ′kV′j′kjV|
AV′j′(E)

f (k)
|2 (5)

kjV ) [2µ(E - εjV)

p2 ]1/2

(6)
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where Rd and rd are the starting points of the complex
damping potential,Rmax and rmax are the maximum lengths
of the grids, andAR and Ar are the absorbing potential
parameters inRandr, respectively. The range of the damping
function is limited only in the damping region. That is, when
R < Rd the absorbing potential is taken as zero (same reads
whenr < rd). To prevent any reflection either from the edges
of the grid or from the damping potential itself the absorbing
potential not to cause any instability, the absorbing potential
parameters are optimized as instructed by Vibok and Balint-
Kurti.25 On the other hand, the Bessel functions play a very
important role in the convergence of the CP expansion. The
number of terms to be used in the CP expansion is set equal
to the argument of the Bessel functions which is given in
terms of the energy range of the Hamiltonian as∆Et/2p.
Bessel functions decrease exponentially to zero forn values
greater than their argument. Therefore, the CP expansion will
be unstable if the energy range of the Hamiltonian operator
is underestimated. Despite all these precautions we follow
the norm of the wave packet at each time step to make sure
that the expansion is stable during the propagation. The
calculation of the total crosssections requires having the
reaction probabilities for all availableJ values.

One approximate way to estimate the reaction probabilities
for J > 0 is to use theJ-shifting method.26,27In theJ-shifting
method the total reaction probabilities forJ > 0 are calculated
by using

wherePJ)0(E) is the accurately computed reaction probability
for J ) 0, at the total energyE, andPJ(E) is the estimated
reaction probability for another value ofJ. The shifting
energy is defined as26,27

The state-to-state rate constant can be calculated by Boltz-
mann averaging of the integral crosssection over the collision
energy28

where df is the electronic degeneracy factor,28 kB is the
Boltzmann constant, andEC ) E - εV,j is the collision energy.

3. Results and Discussion
In this section, the theory described above was applied to
compute rovibrational transition probabilities in inelastic
scattering of He+ O2 (V ) 0, j ) 0, 1, 2). The potential

energy surface has a local minimum of 0.001167ao at a linear
geometry,r ) 2.282ao, R ) 6.9ao. The sattle point with the
energy of 0.000368 above the global minimum is located at
R ) 6.9ao. The coordinate grid used for the propagation
covers He- O2 separations from 2.76ao to 48.3ao and O-O
separations from 0.6846ao to 6.846ao. 512 evenly spaced grid
points were used in theR. The potentially optimized discrete
variable representation (DVR) technique is used to set upr
grid points and related basis functions, which then allows a
compact grid-based matrix representation of diatomic Hamil-
tonian operator. 32 potentially optimizedr grid points were
used in the calculations. The maximum value of the rotational
quantum number used in the expansion of the wave function
(designatedjmax) was set equal to 60, which allows for several
closed channels at the highest energies in the wave packet.
The initial wave packet was centered around a He- O2

separation of 27.57ao and given a kinetic energy of 0.02 eV
along the entrance valley. The wave packet had an effective
range of kinetic energy from 0.12 to 0.59 eV.

The time step used for the propagation was approximately
1.2 fs. This small time step leads the wave packet to have a
translational energy range of 0.12-0.59 eV. An analysis
plane is located at a He- O2 separation of 34.5ao. This
plane is defined to lie perpendicularly across the asymptotic
region. At each time step, a cut is taken through the wave
packet along this plane, and the resulting two-dimensional
wave function is analyzed into its fragment state contribution.
The analysis of the wave packet as it passes the analysis
plane yields the time dependent coefficients. The propagation
is continued until all the wave packet has completely left
the interaction region, in which case the time dependent
coefficients decrease to zero. The portions of the wave packet
reflected back into the reaction channel will eventually reach
the edge of the numerical grid. If no special precautions are
taken, the parts of the wave packet that reach the edge of
the grid will be unphysically reflected back onto the grid,

Hnorm ) Hnorm - iAR[ Rd - R

Rmax - R]2

- iAr[ rd - r

rmax - r]2

(7)

σV,j(E) )
π

kV,j
2
∑
J)0

∞

(2J + 1)PjV,V′j′
J (E) (8)

PJ(E) ) PJ)0(E - Eshift
J ) (9)

Eshift
J )

p2J(J + 1)

2µR2
(10)

kν,j(EC) )
df

kBT( 8
πµA+BCkBT)1/2 × ∫dECECe-EC/kBTσV,j(EC) (11)

Figure 1. The inelastic transition probabilities for He + O2(v
) 0, j) f He + O2(v′ ) 0, j′) with j ) 0,1,2.
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invalidating the results of the calculations. To avoid such a
reflection the damping potential (eq 7) was employed at both
edges of the grid atRd ) 38.58ao and rd ) 5.22ao.

Figure 1 shows the calculated inelastic transition prob-
abilities as a function of translational kinetic energy. As seen
from the figure, the individual transition probabilities shows
broad oscillatory structures as a function of collision energy.
That is, an edge is followed by a monotonic decline. Since
the potential energy surface is fully repulsive and has a deep
well, this oscillatory feature of the transition probability is
attributed to rainbow in the scattering as explained in details
by Schinke et al.29,30 and Levine et al.31 The state-resolved
transition probabilities decrease with increasing energy and
have a tendency for even-odd alternation according to the
parity selection rule. That is, there is no transition between
the even and odd quantum states.

The final rotational distributions for O2 initially in its
ground and first two rotationally excited states are shown in
Figure 2 for three different total energy values (0.20, 0.37,

0.53 eV). The rotational distributions show again a rainbow-
like structured shape with clear dependency to final rotational
quantum number. On the other hand, it may be seen that the
shape of the distributions changes as the collision energy
increased. That is, the maximum peak of the distribution
shifts to higher j′ as the translational energy increased,
indicating also the energy dependency of rotational distribu-
tions.

Figure 3 shows the integral cross sections, or excitation
functions, corresponding to the O2 in ground state. The
integral cross section has no threshold and is seen to decrease
with increasing collision energy. The cross section is very
large near zero collision energy and decreases sharply with
increase in energy. The thermal rate constants are displayed
in Figure 4 for the O2 in ground state. The rate constants
show a weak temperature dependence as it is expected for
the reaction with a deep well and high barrier.
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Abstract: The Sparkle/AM1 model is extended to samarium(III) and promethium(III) complexes.

A set of 15 structures of high crystallographic quality (R factor < 0.05 Å), with ligands chosen

to be representative of all samarium complexes in the Cambridge Crystallographic Database

2004, CSD, with nitrogen or oxygen directly bonded to the samarium ion, was used as a training

set. In the validation procedure, we used a set of 42 other complexes, also of high crystallographic

quality. The results show that this parametrization for the Sm(III) ion is similar in accuracy to

the previous parametrizations for Eu(III), Gd(III), and Tb(III). On the other hand, promethium is

an artificial radioactive element with no stable isotope. So far, there are no promethium complex

crystallographic structures in CSD. To circumvent this, we confirmed our previous result that

RHF/STO-3G/ECP, with the MWB effective core potential (ECP), appears to be the most efficient

ab initio model chemistry in terms of coordination polyhedron crystallographic geometry

predictions from isolated lanthanide complex ion calculations. We thus generated a set of 15

RHF/STO-3G/ECP promethium complex structures with ligands chosen to be representative of

complexes available in the CSD for all other trivalent lanthanide cations, with nitrogen or oxygen

directly bonded to the lanthanide ion. For the 42 samarium(III) complexes and 15 promethium-

(III) complexes considered, the Sparkle/AM1 unsigned mean error, for all interatomic distances

between the Ln(III) ion and the ligand atoms of the first sphere of coordination, is 0.07 and 0.06

Å, respectively, a level of accuracy comparable to present day ab initio/ECP geometries, while

being hundreds of times faster.

Introduction
Lanthanide complexes and supramolecular architectures have
been employed in various areas such as sensors,1 liquid
crystalline materials,2 electroluminescent devices,3 lumines-
cent labels for specific biomolecule interactions,4 and power-
ful catalysts for various organic transformations.5 Lumines-
cent lanthanide chelates have been widely used because of
their advantages over traditional organic fluorophores: a long
decay-time luminescence, large Stokes’ shift, narrow emis-
sion band, and negligible concentration quenching.

Samarium metal is easily magnetized and difficult to
demagnetize.6 Furthermore, since samarium also has the
smallest magnetic moment of all of the paramagnetic
lanthanides, it has been used in chiral shift reagents where
it presents a greatly reduced line broadening, thereby
increasing the reliability of the empirical assignment of the
absolute configuration of compounds.7

So far, ligand design has mainly produced structures that
encapsulate the samarium ion, such as macrocycles and
cryptates, creating bulkiness around the metal ion. Since the
early 1980s, however, assemblies with two samarium ions
facing each other have been discovered8 and are now
appearing in larger numbers.

There is a lack of theoretical methodologies that would
permit the a priori design of samarium ligands for various

* Corresponding author tel.:+55 81 2126-8447; fax:+55 81
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applications. The ability to efficiently and accurately model
all of these samarium molecular systems and interactions
is, therefore, an open area of research. More specifically,
modeling the influence of the chemical ambience on the 4fn

configuration is of significance in the investigation of mag-
netic and spectroscopic properties of samarium compounds.
For example, the description of ligand field effects is central
to the design of new ligands capable of forming stable and
highly luminescent complexes,9,10where the aim is to achieve
strong ligand-to-metal energy transfer rates and intense metal-
centered emission. The characterization of the interaction be-
tween the ligands and the central ion can be done through
the ligand field parameters,Bq

k, which can be calculated
provided the coordination geometry is known. Within the
simple overlap model,10-12 the values ofBq

k depend mainly
on the interatomic distances between the ligand atoms and
the central lanthanide ion. This dependence goes with the
third, the fifth, and even with the seventh power of the
ligand-lanthanide interatomic distances, thus amplifying any
inaccuracies. Such interatomic distances are the most sensi-
tive geometric variables impacting upon the description of
the effect of the surrounding chemical scenery on the lan-
thanide ion 4fn configuration. Therefore, a method to accu-
rately predict the geometries of lanthanide complexes from
theoretical calculations would be of great advantage. Predict-
ing such geometries may be even more pertinent in light of
the fact that obtaining single crystals of lanthanide complexes
of appropriate size and optical quality for crystallographic
structure determinations may be difficult.13-16 Reliable,
accurate, and fast quantum chemical models for predicting
geometries of samarium complexes are urgently needed.

Promethium does not possess any stable isotopes. How-
ever, some of them find a variety of uses, such as the
activation of zinc sulfide phosphor withâ radiation of147-
Pm, which provides self-sustaining light sources and is
widely used in nocturnal illumination devices.17 Complexes
of promethium radionuclides, mainly147Pm and149Pm, have
been used in bioresearch, such as in rat age-dependent
permeation through skin in vitro,18 in the development of
receptor-based radiopharmaceuticals,19 and in the radio-
therapy of cancer.20 Radiometals show some significant
differences in tumor uptake and retention, physical half-lives,
and â-particle path lengths, which may become important
determinants of dosimetry and the therapeutic efficacy of
pretargeted radioimmunotherapy with these radiolanthanides.
The choice of therapeutic radionuclide depends on various
factors, such as disease type, stage, and tumor burden; there
is not a single ideal radionuclide for cancer therapy.149Pm,
especially, must always be considered as an option because
of its R andâ energies for the targeted radiotherapy of cancer,
low energy, and low-abundanceγ emissions, suitable for
tracking radiopharmaceuticals in vivo and estimating ab-
sorbed radiation doses.20 Hence, the availability of a fast and
accurate a priori quantum chemical model for the prediction
of structures of Pm(III) coordination compounds could be
of help in the design of promethium complexes exhibiting
high thermodynamic, kinetic, and in vivo stabilities.

Ab initio calculations of lanthanide complexes have been
sparsely appearing in the literature using various types of

effective core potentials, ECPs.21-27 ECPs replace the chemi-
cally inert core electrons of the lanthanide with a potential
acting on the valence electrons, which can also be derived
to take into account relativistic effects. However, such ECP
calculations still demand a large amount of CPU time,
rendering high-quality calculations on systems of real chemi-
cal interest impractical. Indeed, samarium ab initio/ECP
calculations are exceedingly rare.

To make possible the AM128 semiempirical calculation
of lanthanide complexes, we recognized that the 4f orbitals
are contracted toward the nucleus and shielded from fields
outside the ion by the outermost 5s and 5p closed shells and
introduced the Sparkle model29 in which we represent the
lanthanide ion by a sparkle, that is, by a Coulombic charge
of +3esuperimposed to a repulsive exponential potential of
the form exp(-Rr), which accounts for the size of the ion.
We further introduced into the model Gaussian functions in
the core-core repulsion energy term to make it compatible
with AM1.30 Recently,31 we explicitly included sparkle-
sparkle core-core interactions to allow the calculation of
dilanthanide compounds and defined a new paradigm,
Sparkle/AM1, designed to possess geometry prediction
accuracies for lanthanide complexes comparable to present
day ab initio/ECP calculations, while being hundreds of times
faster. Initially, we presented parametrizations for Eu(III),
Gd(III), and Tb(III).31 In the present paper, we extend
Sparkle/AM1 to samarium(III) and promethium(III) com-
plexes.

Sparkle/AM1 for Samarium(III)
The parametrization procedure is a nonlinear minimization
of an eight-dimension response function. We used a com-
bination of Simplex and Newton-Raphson methods, aimed
at finding one of its local minima, which ideally should both
be the global minimum and make chemical sense.

The experimental crystallographic structures of the sa-
marium complexes used were all taken from the Cambridge
Structural Database 2004.32-34 The traditional figure of merit
for crystal structures is the crystallographic R factor, which
provides a measure of how well the refined structure agrees
with the experimental model. In the present study, only
structures of high quality were considered, that is, structures
with R factors less than 5%. For the current work, 15
different structures of complexes for the samarium(III) ion
were also considered for parametrization. The response
function,Fresp, was thus defined as

where indexi runs over all different complexes, 100 and2/3
are coefficients taken from the response function originally
used to parametrize MNDO,35 index j runs over all distances
(R) of the samarium(III) ion to each of the directly
coordinated atoms from the ligands, superscripts CSD and
calcd refer to experimental and calculated quantities, and
index k runs over allθ angles formed by all combinations
of two of the directly coordinated atoms from the ligands

Fresp)

∑
i)1

{∑
j)1

[100(Ri,j
CSD - Ri,j

calcd)]2 + ∑
k)1

[23(θi,k
CSD - θi,k

calcd)]2} (1)
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with the samarium(III) ion in its vertex, as in Figure 1. By
adjustingR1, R2, and theθ angle, in Figure 1, the L-L′
interatomic distance, which belongs to the coordination
polyhedron, was indirectly adjusted.

The next step was to define the set of samarium complex
structures to be used in the parametrization procedure, a set
we called the samarium parametrization set. It is not simple
to classify dozens of structures into smaller representative
groups, from which to sample one or two structures to
include in the parameter set. Thus, a cluster analysis of all
the complexes available in the CSD for samarium was done.
The cluster analysis was run with Statistica 6.0 soft-
ware, using the Euclidean distances with complete linkage
to cluster the complexes. As variables, the number of atoms
directly coordinated to the lanthanide ion for each of the
following types of ligands was used:â-diketone, nitrate,
monodentate, bidentate, tridentate, and polydentate. The
disamarium complexes were considered a separate group.
Only ligands with either or both nitrogen and oxygen as
coordinating atoms were considered, since these are the most
important ligating atoms for luminescence and most applica-
tions.

Moreover, the average unsigned mean error for each
complexi, UMEi, was defined as

wheren is the number of ligand atoms directly coordinating
the lanthanide ion.

A set of 15 structures of high crystallographic quality (R
factor < 0.05 Å), with ligands chosen to be representative
of all complexes in the CSD, with nitrogen or oxygen directly

bonded to the samarium ion, was used as a training set
(Figure 2). In the validation procedure, we used a set of 42
complexes, also of high crystallographic quality.

Seven molecular groups can be identified from Figure 3.
Table 1 describes the molecular clusters and the number of
structures found in each.

As previously mentioned, the parametrization procedure
used for samarium(III) complexes was identical to the one
we successfully used to obtain Sparkle/AM1 parameters for
Eu(III), Gd(III), and Tb(III)31. The validation procedure has
been performed by using, as a measure, the UME, eq 2, this
time summing up over all 42 complexes of the validation
set.

Figure 1. Drawing representing the main variables used in
the response function: Ln(III)-L interatomic distances and
L-Ln(III)-L′ bond angles. Ln stands for the central lanthanide
ion, and L and L′ are ligand atoms of the coordination
polyhedron.

Table 1. Number of Samarium(III) and Promethium(III)
Complexes in the Validation Sets, Classified into Each
Ligand Group by Cluster Analysis

number of structures
ligand group

number ligand type Sm(III) Pm(III)

1 â-diketones 5 2
2 nitrates 7 2
3 monodentates 7 2
4 bidentates 4 2
5 tridentates 5 2
6 polydentates 8 4
7 dilanthanides 6 1

UMEi )
1

n
∑
j)1

n

|Ri,j
CSD - Ri,j

calcd| (2)

Table 2. Sparkle/AM1 Parameters for the Sm(III) and
Pm(III) Ions

Sparkle/AM1
Sm(III)

Sparkle/AM1
Pm(III)

GSS 56.993 514 482 0 59.424 970 551 9
ALP 4.175 850 901 0 3.105 983 364 7
a1 0.959 288 507 0 1.734 767 115 8
b1 6.479 992 447 0 9.246 422 636 0
c1 1.738 140 224 0 1.753 341 948 5
a2 0.026 100 421 0 0.257 101 725 8
b2 9.739 195 223 0 7.879 344 526 7
c2 2.888 117 670 0 3.049 816 294 0
EHEAT (kcal mol-1)a 974.4 976.9
AMS (amu) 150.36 145.0

a The heat of formation of the Sm(III) and Pm(III) ions in Sparkle/
AM1 was obtained by adding to the heat of atomization of each
lanthanide its first three ionization potentials.38

Table 3. Values of the Coordination Numbers, CNs, and
UMEs for Sparkle/AM1, as Compared to the Respective
Experimental Crystallographic Values, Obtained from the
Cambridge Structural Database 2004,32-34 for Each of the
42 Samarium(III) Complexes of the Validation Set

structurea CN
UME (Å)

Sparkle/AM1 structurea CN
UME (Å)

Sparkle/AM1

ADELAW 7 0.1052 NSMEDT01 9 0.3283
BUVWUK01 9 0.2659 QALFAK 9 0.3233
CAZHAM 8 0.2472 QIHKAT 8 0.1278
CORKEZ 9 0.2588 QIPQOV 9 0.2618
ECABIT 10 0.1187 QOCKIC 8 0.0908
FINDOV 6 0.0541 QQQEMA01 9 0.2129
FUHQOO 9 0.0762 SMNICD 8 0.2563
FUJYEO 8 0.1925 SOXKAR 9 0.2898
GINPEY 9 0.1365 WIGVOX 7 0.1368
GUPHUU 8 0.1523 WOCNIL 4 0.0871
HAWMUN 8 0.1117 XAGVOQ 5 0.0561
JAQNOE 8 0.1312 XAXYAW 7 0.1293
JIZVOD 11 0.1571 XEPLAF 8 0.2742
KIWROX 10 0.1964 XEXJAL 7 0.0683
KUYBAH 9 0.2448 XILGOO 9 0.1034
LIXDUR 9 0.1469 XIVFIR 8 0.1669
LUHFEZ 10 0.0904 XOGYOH 8 0.0997
MEWGOK 9 0.1300 XOWGAR 9 0.2875
MOXJEO 9 0.3295 YENHOO 9 0.2641
NAFKIO 5 0.1905 YUBPAM 8 0.1388
NOWTUO 9 0.1905 ZALDUL 5 0.2466

a The structures are identified by their respective codes of reference
from the Cambridge Structural Database 2004.32-34
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Sparkle/AM1 model calculations have been carried out
using the MOPAC93r2 package36 for the geometry optimiza-
tion of samarium(III) complexes. MOPAC keywords used
in all Sparkle/AM1 calculations were GNORM) 0.25,
SCFCRT) 1.D-10 (in order to increase the SCF conver-
gence criterion), and XYZ (the geometry optimizations were
performed in Cartesian coordinates).

The best parameter set found that defines the Sparkle/AM1
model for the samarium(III) ion is presented in Table 2.

Our objective, which was to guarantee that Sparkle/AM1
for Sm(III) was as accurate as Sparkle/AM1 for Eu(III),
Gd(III), and Tb(III),31 was achieved. In Table 3, we pre-
sent the UMEs for all 42 complexes used in the validation
test.

Figure 2. Schematic two-dimensional representations of the samarium(III) complexes that constitute the parametrization training
set, obtained from the Cambridge Structural Database 2004.32-34

Sparkle/AM1 Model for Sm(III) and Pm(III) J. Chem. Theory Comput., Vol. 2, No. 1, 200667



If we observe the UMEs in Figure 4 for each of the 42
complexes, grouped according to the cluster analysis shown
in Figure 3, where the UME was calculated considering all
interatomic distances of the coordination polyhedron, we can
see that only three complexes, MOXJEO, NSMEDT01, and
QALFAK, present UMEs above 0.3 Å. In the three cases,
the high UMEs of 0.330, 0.328, and 0.323 are mainly
due to problems in the description of L-L distances, where
L is an atom of the ligand directly coordinating the samar-
ium ion. The errors caused by the L-L distances cor-
respond to 82%, 87%, and 92% of the total UMEs,
respectively.

However, by analyzing only the distances involving the
Sm(III) ion, Figure 4b, we can observe that most of the
structures show a UME below 0.20 Å. Table 4 shows UMEs
separated by more specific types of bonds and angles. As
mentioned before, distances between samarium(III) and
oxygen or nitrogen ligand atoms are the most important for
the design of luminescent complexes, their UMEs being
0.064 and 0.095, for Sm(III)-O and Sm(III)-N, respec-
tively.

Sparkle/AM1 for Promethium (III)
The fact that there are no crystallographic structures of
promethium complexes available, although promethium
complexes are being used in bioresearch, makes it even more
useful to have a semiempirical model for them, a model that
could be of help in their design.

Accordingly, we then decided to investigate the possibility
of parametrizing Sparkle/AM1 for promethium from results
of ab initio/ECP calculations using only the quasirelativistic
ECP for promethium(III) ions, developed by Dolg et al.22

and implemented in Gaussian 98 as the MWB50 ECP,37

together with its related [5s4p3d]- GTO valence basis sets.

This ECP includes 46+ 4fn electrons in the core, leaving
the outermost 11 electrons to be treated explicitly.

Recently,31 we presented evidence that either enlarging
the basis set or including correlation, or both, in the
calculations, does not necessarily lead to higher accurate
lanthanide complex coordination polyhedron predictions.
Actually, in many cases, it even worsened their geometries.31

Our previous results further indicated that RHF/STO-3G/
ECP or RHF/3-21G/ECP results are seemingly equivalent
in accuracy,31 when we compare MWB52 ECP calculations
carried out on seven different Eu(III) complexes.

Therefore, we decided to investigate this fact in greater
detail in order to be able to arrive at a reasonable ab initio
standard, from which Sparkle/AM1 for promethium could
be parametrized. We started with one of the simplest
samarium complexes, the isolated cation of nona-aqua-
samarium(III) tris(trifluoromethanesulfonate), [Sm(H2O)9]3+,
of CSD code BUVWUK01 (Figure 5), and concentrated on
determining which ab initio model chemistry with the
MWB51 ECP would more accurately predict its coordination
polyhedron only. First, we carried out a series of RHF
calculations with basis sets of increasing size. Our results
are presented in the two top graphs of Figure 6. Both the
UME of the whole coordination polyhedron and the
UME(Sm-L) of the samarium ion ligand distances only
considerably worsened as the basis set increased. Actually,
these errors more than doubled by going from STO-3G to
6-31G*.

We then decided to fix the basis set at STO-3G and studied
the effect of improving the model by the inclusion of electron
correlation, both by means of the B3LYP functional and by
many-body perturbation theory at the MP2 level. Again, by
adding correlation, the predicted coordination polyhedron
became worse, as can be clearly seen in the two graphs in

Figure 3. Cluster analysis of all 42 samarium(III) complexes, in terms of both the UMEs and the number of atoms directly
coordinated to the lanthanide ion, for each of the various types of ligands. The UMEs are calculated for each complex as the
sum of all absolute values of differences between experimental and calculated interatomic distances, involving all atoms of the
coordination polyhedron as well as these and the central samarium(III) ion.
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the middle of Figure 6. However, the effect of including
electron correlation was much smaller than the basis set effect
and affected the whole coordination polyhedron more than
the europium-ligand atom distances only. Finally, we
decided to examine both factors together, by increasing the
basis set size together with including electron correlation.
The same trend cropped up, and the two bottom graphs of
Figure 6 confirm that RHF/STO-3G is seemingly the most
accurate ab initio model for lanthanide complex coordination
polyhedron crystallographic geometry prediction from iso-
lated lanthanide complex ion calculations.

We then decided to confirm that RHF/STO-3G/ECP full
geometry optimizations of a few representative samarium
complexes of known crystallographic geometries would yield
coordination polyhedra errors comparable to those of Sparkle/
AM1 for the same complexes, thus justifying the use of
promethium RHF/STO-3G/ECP calculations to obtain Sparkle/
AM1 parameters for promethium. Figure 7 presents the seven
samarium complexes chosen, one from each of the clusters
of Figure 3, including the largest of all, the disamarium
complex of CSD code MEWGOK, with 116 atoms.

Figure 8 shows UMEs and the UME(Sm-L) for these
complexes for both Sparkle/AM1 and RHF/STO-3G/ECP,
where one can clearly see that the errors are comparable and
trend similarly across the complexes. The results indicate
that the Sm(III) parametrization of the Sparkle/AM1 model
is capable of predicting coordination polyhedra for most
structures with an accuracy equivalent to that of ab initio
RHF/STO-3G/ECP. Only for the complex with a polydentate
ligand, XEXJAL, was the ab initio RHF/STO-3G/ECP
methodology more accurate than the Sparkle/AM1 model.
However, the coordination polyhedron UME obtained by
Sparkle/AM1 and ab initio RHF/STO-3G/ECP are both low
and very close: 0.075 Å and 0.079 Å, respectively.

Consider the ratios in CPU time spent in the complete
geometry optimization of the seven structures selected for
this analysis between ab initio RHF/STO-3G/ECP and
Sparkle/AM1 model calculations. These ratios indicate how
fast the Sparkle/AM1 calculation is when compared to the

Figure 4. Unsigned mean errors for each of the 42 Sm(III)
complexes, assembled according to the ligand group numbers
defined in Table 1. Part a presents the UMEs, and part b
presents the UME(Sm-L) values. The same scale has been
used in both parts to facilitate comparison.

Table 4. Values of the Coordination Numbers, CNs,
andUMEs for Each of the 15 Promethium(III) Complexes of
the Validation Set, for Sparkle/AM1, as Compared to Their
Respective Fully Optimized RHF/STO-3G/ECP
Geometriesa

structure1 CN
UME (Å)

Sparkle model

BUVWUK01{Pm} 9 0.1612
CAZHAM{Pm} 8 0.2043
FINDOV{Pm} 6 0.0826
FUHQOO{Pm} 9 0.1582
FUJYEO{Pm} 8 0.1548
GUPHUU{Pm} 8 0.1276
KUYBAH{Pm} 9 0.2133
LUHFEZ{Pm} 10 0.1422
NOWTUO{Pm} 9 0.1389
NUQYUT{Pm} 6 0.0844
QALFAK{Pm} 9 0.2044
QIPQOV{Pm} 9 0.1328
SOXKAR{Pm} 9 0.2594
XEXJAL{Pm} 7 0.1121
XILGOO{Pm} 9 0.1380

a These geometries were obtained by using, as starting points, the
geometries of the respective samarium complexes obtained from the
Cambridge Structural Database 200432-34 and by replacing samarium
with promethium. For example, XILGOO{Pm} represents the sa-
marium XILGOO complex, with Pm instead of Sm.

Figure 5. Schematic representation of the structure of the
cation nona-aqua-samarium(III) obtained from the Cambridge
Structural Database 2004.32-34
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ab initio one. All have been performed on a Pentium IV 3.0
GHz computer with 2 GB of RAM memory (DDR- 400).
For this set of complexes, Sparkle/AM1 calculations ranged
from 26 s up to 19 min and were from 115 to 1839 times
faster than the corresponding ab initio calculations.

Presently, we do not know the root cause of why RHF/
STO-3G/ECP using MWB ECP appears to be the most
efficient ab initio model chemistry for coordination polyhe-
dron crystallographic geometry predictions from isolated
lanthanide complex ion calculations. But, fortunately, that
is so, because the usage of RHF/STO-3G/ECP with MWB
ECPs leads to relatively fast ab initio calculations. This
finding is warranted only for predictions of coordination
polyhedron crystallographic geometries of lanthanide com-

plexes using MWB ECPs. Thus, we cannot assume that this
finding would hold true, either for other ECPs or for the
geometries of the remaining parts of the molecule. And most
likely, this finding will not hold true for the prediction of
other properties. However, as we already mentioned, coor-
dination polyhedron geometries are the most sensitive
geometric variables impacting upon the description of the
effect of the surrounding chemical scenery on the lanthanide
ion 4fn configuration.

To obtain the 15-complex promethium parametrization set,
we followed the procedure previously used for Eu(III), Gd-
(III), and Tb(III),31 and for Sm(III), and chose another set
of samarium complexes with ligands representative of the
seven types shown in Table 1. Then, as starting points, we

Figure 6. UMEs and UME(Sm-L) for the cation nona-aqua-samarium(III) for various model chemistries, all using the quasirelativistic
ECP of Dolg et al.,22 and all compared to the Cambridge Structural Database 200432-34 crystallographic geometry. UME(Sm-L)

considers only samarium-ligand atom distances, and UME further includes all distances within the coordination polyhedron.

70 J. Chem. Theory Comput., Vol. 2, No. 1, 2006 Freire et al.



used the geometries of these samarium complexes, replaced
samarium with promethium, and fully optimized the geom-
etries with RHF/STO-3G/ECP. We defined a special code
for the promethium parametrization set: XILGOO{Pm}, for
example, would be the samarium XILGOO complex with
Pm instead of Sm. Figure 9 shows the 15 complexes of the
promethium parametrization set. The best parameter set
found that defines the Sparkle/AM1 model for the prome-
thium(III) ion is also presented in Table 2. Table 4 presents
the errors between the promethium Sparkle/AM1 and RHF/

STO-3G/ECP results for the 15-complex set, and Table 5
shows the UMEs broken into more specific types of bonds
and angles. The figures clearly indicate that results for
promethium are, therefore, comparable to results for eu-
ropium, gadolinium, terbium, and samarium, and the use of
the present parametrization for promethium seems warranted
until experimental crystallographic structures appear in the
literature. As we already indicated, it is precisely when there
are no experimental data that theoretical calculations may
prove more useful.

Conclusions
Sparkle/AM1 for samarium(III) predicts both lanthanide-
ligand distances and distances involving any two atoms in
the coordination polyhedron, at the same level of accuracy
of the Sparkle/AM1 models as that for Eu(III), Gd(III), and
Tb(III) ions. Besides, Sparkle/AM1 accuracy is competitive
with, and sometimes better than, ab initio geometries, while
being hundreds of times faster.

In conclusion, our results indicate that, for geometry
prediction purposes, the Sparkle/AM1 model for Sm(III) is

Figure 7. Schematic two-dimensional representations of the
structures of samarium(III) complexes, used for comparison
between ab initio model geometries and their crystallographic
counterparts, identified by their respective Cambridge Struc-
tural Database 200432-34 codes. The ab initio calculations
have been performed using the Hartree-Fock method with
the STO-3G basis set for all atoms, except for the samarium-
(III) ion, in which case we used the quasirelativistic ECP of
Dolg et al.22

Figure 8. Unsigned mean errors, obtained from Sparkle/AM1
and ab initio RHF/STO-3G/ECP calculations of the ground-
state geometries, for each of the seven representative sa-
marium(III) complexes, identified by their respective Cam-
bridge Structural Database 200432-34 codes and using the
quasirelativistic ECP of Dolg et al.22 (a) UME includes all
distances within the coordination polyhedron and central
samarium ion, and (b) UME(Sm-L) considers only samarium-
ligand atom distances.
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competitive with present day ab initio calculations and may
be helpful as a quantum chemical computational technique
in the design, for example, of new Sm(III) luminescent
compounds where accurate lanthanide-ligand distances are
essential.

We also produced further evidence that ab initio/ECP
coordination polyhedra geometries of lanthanide complexes
seem to be better predicted by RHF/STO-3G/ECP calcula-
tions using the MWB ECP. Once again, by increasing the

size of the basis set or by including electron correlation, or
both, the geometry of the coordination polyhedron of
lanthanide complexes is actually worsened. This confirmation
allowed us to propose a workable Sparkle/AM1 model for
promethium complexes of similar accuracy. Indeed, although
there are no promethium complex crystallographic structures
available, our Sparkle/AM1 may be of help since, neverthe-
less, promethium complexes are being currently used in
biomedical research.

Figure 9. Schematic two-dimensional representations of the promethium(III) complexes that constitute the parametrization training
set, obtained from the Cambridge Structural Database 2004.32-34
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Abstract: While studies on the experimental photolytic and thermolytic extrusion of nitrogen

from tert-butyldiazomethane and tert-butyldiazirine and the decomposition of other precursors

have shown a mixture of C-H and C-C insertion products depending on conditions, the

analogous trimethylsilyldiazomethane undergoes solely Si-C insertion. Description of the singlet

tert-butylmethylene intermediates potentially involved in the C-H and C-C insertion reactions

and were addressed through computational means by Armstrong et al. (J. Am. Chem. Soc.
1995, 117, 3685-3689). In addition to re-examining singlet tert-butylmethylene at a higher level

of theory [CCSD/6-311+G(d,p)], we have studied the silicon and germanium analogues

trimethylsilylmethylene and trimethylgermylmethylene. A computational atoms-in-molecules and

atomic-basin-delocalization-indices analysis established that the singlet carbenes, while exhibiting

varying degrees of delocalization, are not bridged species based on the fact that none possess

a pentacoordinate methyl group. In addition, from the results, we are able to make a prediction

of solely a Ge-C insertion product for the extrusion of nitrogen from trimethylgermyldiazo-

methane. Most importantly, we demonstrated that a combination of quantum theory of atoms in

molecules (QTAIM) molecular graphs, the evaluation of delocalization indices, and a visualization

of the closeness of atomic basinssa QTAIM-DI-VISAB analysissshould be considered as the

method of choice for unambiguously characterizing the bonding between pairs of atoms not

only of carbenes but of other reaction intermediates such as carbocations, carbanions, and

radicals.

Introduction
The photolytic and thermolytic extrusion of nitrogen from
tert-butyldiazomethane andtert-butyldiazirine has been
experimentally shown to proceed to the C-H insertion
product, 1,1-dimethylcyclopropane, and the C-C insertion
product, 2-methyl-2-butene, in ratios dependent on the
conditions and method of decomposition.1 While the in-
volvement of excited states of diazirines and diazo com-
pounds can complicate the situation in the photolytic

decompositions, it is generally agreed that singlet carbenes,
as the first-formed intermediates in thermal processes, can
yield insertion and rearrangement products.2 The complexities
of the formation and reactions oftert-butylmethylene have
been summarized in a paper by Glick and co-workers.3 The
trimethylsilyldiazomethane analogue oftert-butyldiazomethane
has been reported to undergo similar decomposition, how-
ever, only producing the Si-C insertion product trimethyl-
silene.4,5 To date, there have been no known experimental
reports on the results of decomposition of the Ge analogue.

Various conformations of the carbenetert-butylmethylene
[:CHC(CH3)3] and their reactions have been previously
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investigated through computational methods.6 However,
conclusions about bonding interactions in these intermediates
have, until now, been based on the appearance of molecular
geometry and not molecular structure. Like other reaction
intermediates such as carbocations, carbanions, and radicals,
carbenes are prime candidates for analysis by the quantum
theory of atoms in molecules (QTAIM)7 and delocalization
and localization indices (DIs and LIs). QTAIM provides a
universal indicator of bonding between atoms8 in the form
of a shared interatomic surface with the number of bond paths
terminating at the nucleus defining the coordination at an
atom and thereby providing an unambiguous definition of
bridging. Delocalization between pairs of atomic basins not
exhibiting a bond path may also be investigated through the
calculation of DIs.9,10 In our view, the combination of
QTAIM molecular graphs, the evaluation of DIs, and a
visualization of the atomic basin proximity at isosurface
density values in the range of 0.001-0.005 austhe QTAIM-
DI-VISAB analysissshould be considered as the method of
choice for unambiguously characterizing the bonding be-
tween pairs of atoms in transient intermediates and stable
molecules.11

This computational study presents data that lead to a
refinement of the conclusions regarding bonding reached in
the previous treatment oftert-butylmethylene carbene and
presents computational results on the Si and Ge analogues
trimethylsilylmethylene [:CHSi(CH3)3] and trimethylgermyl-
methylene [:CHGe(CH3)3]; we report the results of a
QTAIM-DI-VISAB analysis of the bonding in these inter-
mediates.

Computational Methods
Singlet carbene geometries were optimized at MP2/6-31G-
(d), MP2/6-311+G(d,p), MP2/cc-pVTZ, and CCSD/6-311+G-
(d,p) levels with Gaussian 03.12 Frequency calculations were
made on the resulting stationary points to confirm them as
energy minima. Coupled cluster with single and double
excitation (CCSD) minima were confirmed with Moeller-
Plesset second-order (MP2) frequency calculations using the
same basis set. QTAIM analyses of the wave functions to
investigate the topology of the electron densities of the
optimized intermediates were carried out with AIM2000,13

and AIMALL9714 was used to integrate the atomic basins
and obtain the atomic overlap matrices required for DI
calculations. The program LI-DICALC9 was used to obtain
the DIs.

Results and Discussion
We have found that the MP2/6-31G(d) geometry, Figure 1,
presented by Armstrong et al.6 does not exhibit a bond critical
point between the carbenic carbon (C1) and the closest
methyl carbon (C3) at 1.955 Å, indicating that this minimum-
energy geometrical structure should not be considered a
bridged species; C3 does not have five bond paths terminat-
ing at the nucleus! Nevertheless, the DI between carbenic
carbon C1 and C3 (0.278) is higher than the indices between
it and both other methyl carbon atoms (0.05), confirming
significant electron delocalization afforded by this unsym-
metrical geometry. The hydrogen atom H4 also shows a
higher DI with C1 than those found on the other two methyl
groups; however, no bond critical point exists between them.
This intermediate illustrates delocalization without hyper-
valent bridging, which can be unambiguously defined on the
basis of the number of bond paths terminating at the nucleus.
Interestingly, we found that this geometry was not an energy
minimum using the larger basis sets 6-311+G(d,p) and cc-
pVTZ, raising questions as to its validity at the MP2 level.

Calculations at the CCSD/6-311+G(d,p) level yielded two
energy-minimum geometries, Figures 2 and 3. These differ
in the dihedral angle between the carbenic carbon and the
methyl proton. In one, H4 is syn to C1, and in the other, H4
is anti to C1. As seen in the molecular graph, Figures 4 and
5, respectively, no bond critical point or bond path was found
between C1 and C3 in either of these geometries and no
bond path is seen between H4 and C1 of the syn species.
The syn conformation appears similar to the one previously
reported at MP2/6-31G(d); however, the C1-C2-C3 angle
is larger at 85.2°, implying even less delocalization at this
CCSD level. This was confirmed by the atomic basin
delocalization analysis, which produced a DI of 0.193

Table 1. Energies of Intermediate Carbenes

carbene Figure gradient level of theory CCSDa MP2b ZPEc relative CCSDd

syn-tert-butylmethylene 1 MP2/6-31G(d) -195.661 330 90.180
syn-tert-butylmethylene 2 CCSD/6-311+G(d,p) -195.884 009 -195.817 432 88.428 0.000 00
anti-tert-butylmethylene 3 CCSD/6-311+G(d,p) -195.883 886 -195.814 133 88.310 0.077 18
anti-trimethylsilylmethylenee MP2/6-311+G(d,p) -446.840 472 83.061
anti-trimethylsilylmethylene 4 CCSD/6-311+G(d,p) -446.918 554 -446.840 273 82.927
anti-trimethylgermylmethylenee MP2/6-311+G(d,p) -2233.205 448 82.495
anti-trimethylgermylmethylene 5 CCSD/6-311+G(d,p) -2233.282 625 -2233.205 302 82.374

a CCSD energy/hartrees. b MP2 energy/hartrees. c Zero-point energy at 298 K and 1 atm/kcal mol-1. d Relative CCSD energy/kcal mol-1.
e Figures available in the Supporting Information.

Figure 1. MP2/6-31G(d) tert-butylmethylene molecular geo-
metry.
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between the C1 and C3 basins compared to 0.278 for the
geometry at MP2/6-31G(d). The DI between H4 and C1 of
the syn conformer is 0.103 at the CCSD/6-311+G(d,p) level,
somewhat less than the value of 0.193 found at MP2/6-31G-
(d). The DI between H4 and C1 also indicates that significant
delocalization, similar to that found between C1 and C3, is
not necessarily accompanied by bridging as defined by
QTAIM. These carbenes clearly exhibit diffuse electron
density which is delocalized into all proximate basins without
requiring bridging to each of them.

The difference in energy between the syn and anti species
is negligible, with syn more stable than anti by 0.077 kcal/
mol. Although both geometries are of essentially equal
energy, the delocalization indices between C1 and C3 are
quite different at 0.193 and 0.119 for Figures 2 and 3,
respectively. This difference is accompanied by minor
changes in the delocalization between the central C2 and

both the carbenic carbon C1 and methyl group carbon C3.
We believe that there are two factors affecting the stability
of these intermediates. Delocalization that is stabilizing is
the first factor, and it favors both of these unsymmetrical
geometries over one withCs symmetry. The second is
destabilizing strain introduced by decreasing the C1-C2-
C3 angle. The reason these two geometries are of nearly
equal energy is that stabilization achieved in the syn
conformation by increased delocalization between C1 and
C3 as well as C1 and H4 (DI) 0.103) is countered by the
destabilizing effect of decreasing this angle relative to the
anti conformation. This analysis indicates that delocalization
plays a role in stabilizing these carbenes by favoring the
unsymmetrical conformations, but it does not result in the
formation of bond paths between the carbenic carbon C1
and C3. These carbenes are far from being bridged species
in the QTAIM sense.

Table 2. Atomic Basin Delocalization Indices

delocalization index

carbene Figure level of theory C1-C3 C1-H4 X2-C1a X2-C3a

syn-tert-butylmethylene 1 MP2/6-31G(d) 0.278 0.128 0.966 0.737
syn-tert-butylmethylene 2 CCSD/6-311+G(d,p) 0.193 0.103 0.939 0.748
anti-tert-butylmethylene 3 CCSD/6-311+G(d,p) 0.119 0.938 0.763
anti-trimethylsilylmethyleneb MP2/6-311+G(d,p) 0.188 0.453 0.399
anti-trimethylsilylmethylene 4 CCSD/6-311+G(d,p) 0.149 0.438 0.400
anti-trimethylgermylmethyleneb MP2/6-311+G(d,p) 0.101 0.726 0.646
anti-trimethylgermylmethylene 5 CCSD/6-311+G(d,p) 0.078 0.699 0.643
a Where X is C, Si, or Ge. b Figures available in the Supporting Information.

Figure 2. CCSD/6-311+G(d,p) syn-tert-butylmethylene mo-
lecular geometry.

Figure 3. CCSD/6-311+G(d,p) anti-tert-butylmethylene mo-
lecular geometry.

Figure 4. CCSD/6-311+G(d,p) syn-tert-butylmethylene mo-
lecular graph. The (3,-1) bond critical points are shown as
red spheres.

Figure 5. CCSD/6-311+G(d,p) anti-tert-butylmethylene mo-
lecular graph.
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The fact that trimethylsilyldiazomethane does not show
C-H insertion upon pyrolysis can be attributed to increased
ring strain in the resulting trimethylcylclopropasilane. This
is due to a larger Si-C bond distance, making the C-Si-C
angle much smaller, at the B3PW91/6-311+G(d,p) level, a
C-Si bond length of 1.854 Å and a C1-Si2-C3 angle of
49.8°. The likelihood of the three-member ring is even worse
for the germanium analogue, where the carbon-germanium
bond distance is even greater, at the B3PW91/6-311+G(d,p)
level, a C-Ge bond length of 1.947 Å and C1-Ge2-C3
angle of 46.7°.

We have found similar energy-minimum geometries for
the carbenes trimethylsilylmethylene [:CHSi(CH3)3] and
trimethylgermylmethylene [:CHGe(CH3)3], as seen in Figures
6 and 7, respectively. QTAIM analysis yields no critical point
between C1 and C3 in either of these intermediates, as seen
in the molecular graphs in Figures 8 and 9. These carbenes
exist with H4 of the C3 methyl group anti to the carbenic
carbon C1, while the corresponding syn geometry found for
tert-butylmethylene is no longer an energy minimum for
either analogue. The rationale for this, once again, being the
effect of increasing the bond length to the central atom. As
a result of this distance increase, the delocalization interaction
between C1-C3 and C1-H4 is sacrificed owing to the
destabilization of the required decrease in the C1-X2-C3
angle. This is consistent with the experimental observations
of solely a Si-C insertion product for the decomposition of
tert-butyldiazomethane.4,5 The anti geometry is unlikely to
undergo C-H insertion with the hydrogen atom out of the

plane defined by C1-Si2-C3. Considering the similar
geometry of trimethylgermylmethylene, we predict that the
extrusion of nitrogen from trimethylgermyldiazomethane will
occur in a similar route through Ge-C insertion.

In addition to quantitative results from the QTAIM analysis
and atomic basin DIs, we have also plotted several basin
surfaces. These plots clearly show the qualitative character-
istics of the atomic basin DIs of interest. It is known that an
isosurface density value of 0.001 au accounts for 99% of
the electronic charge for carbon and can be used to define
the van der Waals shape as discussed by Bader.7 We present
plots at an isosurface density value of 0.005 au because the
surface is significantly smoother as per limitations of the
rendering in AIM2000.13 In any case, these basins account
for even less electronic charge yet still provide a means to
visually inspect the relative distances between basins and,
therefore, confirm the DI results. Figures 10 and 11 highlight
the difference in delocalization for the CCSD/6-311+G(d,p)
syn-tert-butylmethylene intermediate between the C3 methyl
group and the other two. In Figure 10, the C3 basin is in
very close proximity with the C1 carbenic basin at an
isosurface density value of 0.005 au with a DI of 0.193, while
in Figure 11, the C5 basin is significantly separated from
C1 with a DI of 0.050. This is consistent with the DI results
discussed previously and gives visual confirmation of the
basin delocalization for this unsymmetrical intermediate. It
is also interesting to note the significant contribution of
delocalization between the C1 and H4 basins for the syn
orientation. The shape of the H4 basin, shown in Figure 12,

Figure 6. CCSD/6-311+G(d,p) trimethylsilylmethylene mo-
lecular geometry.

Figure 7. CCSD/6-311+G(d,p) trimethylgermylmethylene
molecular geometry.

Figure 8. CCSD/6-311+G(d,p) trimethylsilylmethylene mo-
lecular graph.

Figure 9. CCSD/6-311+G(d,p) trimethylgermylmethylene
molecular graph.

78 J. Chem. Theory Comput., Vol. 2, No. 1, 2006 Poulsen and Werstiuk



indicates clear deformation caused by the very close proxim-
ity of the C1 basin and vice versa, consistent with a DI of
0.103. Figure 10 also clearly illustrates the nearness of the
H4 and C1 basins through apparent impingement on each
other: Figure 11 clearly shows how the C1 basin is perturbed
as a result of the closeness of H4 relative to the C5 basin.

Similar plots of the C1 and C3 basins are presented here
for theanti-tert-butylmethylene,anti-trimethylsilylmethylene,
andanti-trimethylgermylmethylene intermediates in Figures
13, 14, and 15, respectively. This series highlights the C1
and C3 delocalization difference across the three anti

intermediates which differ in the central atom. At isosurface
0.005, the basins foranti-tert-butylmethylene andanti-
trimethylsilylmethylene are very close to each other, with
the DIs being 0.119 and 0.149, respectively, while this is
not the case for trimethylgermylmethylene (see Figure 15)
with a DI of 0.078.

Conclusions
Using QTAIM, we have shown that free singlettert-
butylmethylene does not possess a pentacoordiante methyl

Figure 10. CCSD/6-311+G(d,p) syn-tert-butylmethylene mo-
lecular graph with atomic basin C1 and C3 density isosurface
0.005.

Figure 11. CCSD/6-311+G(d,p) syn-tert-butylmethylene mo-
lecular graph with atomic basin C1 and C5 density isosurface
0.005.

Figure 12. CCSD/6-311+G(d,p) syn-tert-butylmethylene mo-
lecular graph with atomic basin H4 density isosurface 0.005.

Figure 13. CCSD/6-311+G(d,p) anti-tert-butylmethylene mo-
lecular graph with atomic basin C1 and C3 density isosurface
0.005.

Figure 14. CCSD/6-311+G(d,p) trimethylsilylmethylene mo-
lecular graph with atomic basin C1 and C3 density isosurface
0.005.

Figure 15. CCSD/6-311+G(d,p) trimethylgermylmethylene
molecular graph with atomic basin C1 and C3 density
isosurface 0.005.
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group and, therefore, is not bridged. Two novel geometries
have been presented at the CCSD/6-311+G(d,p) level which
show a syn and anti conformation with nearly the same
energy,∆ ) 0.077 18 kcal/mol. Delocalization does play a
role in stabilizing these carbenes by favoring the unsym-
metrical conformations, but they are far from being any sort
of bridged species.

Similar intermediate geometries were found for the silicon
and germanium analogues, trimethylsilylmethylene and tri-
methylgermylmethylene; however, the syn conformation was
not an energy minimum. This can be attributed to an increase
in the Si-C and Ge-C bond lengths. These unsymmetrical
carbenes also showed no sign of being bridged species; they
do not exhibit pentacoordinate methyl groups. They are
stabilized by minor delocalization between a methyl carbon
and the carbenic carbon. Our analysis is consistent with
experimental findings to date1,3-5 and is able to predict that
the extrusion of nitrogen from trimethylgermyldiazomethane
will result in solely the Ge-C insertion product. Most
importantly, this paper clearly demonstrates that the com-
bination of QTAIM molecular graphs, the evaluation of DIs,
and a visualization of the closeness or atomic basins at
isosurface density values in the range of 0.001-0.005 aus
a QTAIM-DI-VISAB analysissshould be considered as the
method of choice for unambiguously characterizing the
bonding between pairs of atoms not only of carbenes but of
other reaction intermediates such as carbocations, carbanions,
and radicals.
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Abstract: As electrostatic forces play a prominent role in the process of folding and binding of

biological macromolecules, an examination of the method dependence of the electrostatic

interaction energy is of great importance. An extensive analysis of the basis set and method

dependence of electrostatic interaction energies (Ees) in molecular systems using six test dimers

of R-glycine is presented. A number of Hartree-Fock, Kohn-Sham, Møller-Plesset, configu-

ration interaction (CI), quadratic CI, and coupled cluster calculations were performed using several

double-, triple-, and quadruple-ú-quality Gaussian- and Slater-type (Kohn-Sham calculations

only) basis sets. The main factor affecting Ees was found to be the inclusion of diffuse functions

in the basis set expansions. Møller-Plesset (even at second order), quadratic CI, and coupled

cluster calculations produce the most consistent results. Hartree-Fock and CI methods usually

overestimate the Ees, while the Kohn-Sham approach tends to underestimate the magnitude

of the electrostatic interaction. The combination of the transferable-pseudoatom databank and

the exact potential and multipole moment method reproduces Kohn-Sham B3LYP/6-31G**

results on which it is based, confirming the excellent transferability of the pseudoatom densities

within the systems studied. However, because Kohn-Sham calculations with double-ú-quality

basis sets show considerable deviations from advanced correlated methods, further development

of the databank using electron densities from such methods is highly desirable.

Introduction
Electrostatic forces play an important role in the process of
protein folding and binding,1 as the electrostatic interaction
energyEes is a major component of the total interaction
energyEint of polar molecules. This has long been recognized
within the boundaries of the perturbation theory of inter-
molecular forces2 in which the electrostatic interaction energy
is the leading term in the perturbation expansion ofEint:3

whereEind, Edisp, andEex-rep are the induction, dispersion,
and exchange-repulsion energies, respectively.Eesdescribes
the electrostatic interaction between two unperturbed charge

distributions, Eind originates from the interaction of the
unperturbed charge density on one monomer with the
induced charge distribution on the other (and visa versa),
Edisp accounts for instantaneous interactions between fluctuat-
ing charge distributions on different monomers, andEex-rep

originates from the antisymmetrization of the wave function
as a manifestation of the Pauli principle.4

We have recently embarked on a quest for an accurate
yet efficient evaluation of electrostatic interaction energies
in molecular complexes.5 In widely used force field ap-
proaches,Ees is commonly calculated with a multipole or
Buckingham-type approximation:2,6

* Corresponding author e-mail: volkov@chem.buffalo.edu.
† This paper is dedicated to the memory of Dr. John Rys.

Eint ) Ees+ Eind + Edisp + Eex-rep (1)

Ees) ∑
i

NA

∑
j

NB

T[r ij]qiqj + TR[r ij](qiµR,j - qjµR,i) +

TRâ[r ij](13qiΘRâ,j +
1

3
qjΘRâ,i - µR,jµR,j) + ... (2)
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where q, µ, Θ, etc. are the permanent atomic moments
(monopole, dipole, quadrupole, etc.) in the unperturbed
molecular charge distributions and parametersTRâγ...[r ij] are
the so-called interaction tensors (with the Einstein summation
convention for indicesR, â, γ, etc. used), which also depend
on the separation of atomic centersr ij. ParametersNA and
NB represent the number of atoms in molecular fragments
A and B, respectively. In many cases, only the first point-
charge term of expansion 2 is used,7-10 although the second
and part of the third term of expansion 2 (i.e., charge-dipole
and dipole-dipole contributions) have been added in some
of the force fields.11

In the more advanced distributed multipole approach by
Stone and co-workers,12,13 the expansion is extended to
higher-order terms but is still subject to the fundamental
limitation of the multipole approximation; that is, it is valid
only for nonoverlapping charge distributions. This is espe-
cially troublesome for strongly bound systems, involving,
for example, short H bonds. In such cases, the multipole
approach cannot possibly yield accurate results, and the
addition of penetration terms,12,14 the use of off-atom
centered12 and damping functions,12 etc. have been proposed.
This complicates the calculation process and greatly reduces
the transferability of atomic properties.

In our recent paper,15 we have described a novel approach,
called the exact potential and multipole moment (EPMM)
method, for the fast and accurate evaluation of electrostatic
interaction energies (Ees) between two molecular charge
distributions within the Hansen-Coppens16,17 pseudoatom
electron density formalism. It combines a numerical evalu-
ation of the exact Coulomb integral for the short-range with
the Buckingham-type multipole approximation for the long-
range interatomic interactions. It was found, for example,
that for intermolecular O‚‚‚H interactions in molecular
systems the multipole approximation underestimates the
strength ofEes(O‚‚‚H) by as much as 50 kJ/mol for O‚‚‚H
∼ 1.5 Å, while the EPMM method yields almost that exact
result.

We have combined the EPMM method with electron
densities from our recently developed theoretical databank
of transferable aspherical pseudoatoms,18,19referred to below
as the DB+EPMM approach. The databank consists of
chemically unique pseudoatoms, identified on the basis of
common connectivity and bonding. They were extracted from
B3LYP/6-31G** densities of a large number of small
molecules using a least-squares projection technique in
Fourier transform space, and show excellent consistency
among chemically equivalent atoms in different molecules.
The resulting electrostatic interaction energiesEes of mono-
mers in molecular dimers were found to be in a very good
agreement with those from a Morokuma-Ziegler decom-
position20,21 of double- and triple-ú energies15 evaluated at
the density functional level of theory (DFT).

The comparison ofEes calculated using the databank
parameters (derived from Gaussian-type wave functions) with
ADF22-24 results (in which the Slater-type functions are used
and only pure DFT functionals, such as BLYP, are available)
is not fully convincing because the two levels of theory used
are not equivalent. A meaningful comparison should include

intermolecularEes calculated atexactly the same level of
theory at which the databank parameters were obtained, that
is, B3LYP/6-31G**. To this end, a new program, SPDFG,
was written for the evaluation ofEes from monomer charge
distributions expressed in terms of Gaussian-type basis
functions. This allows an extensive study of the electrostatic
energy of interaction between molecules and its dependence
on the orbital basis set for a wide variety of quantum-
chemical methods.

Test Systems and Calculations
The current analysis is based on six pairs (dimers) of
zwitterionic glycine molecules such as occur in crystals of
R-glycine25 (Figure 1).

Monomer molecular wave functions for Gaussian-type
calculations were obtained with the Gaussian03 (G03) suite
of programs26 using methods and basis sets listed in Table
1. The standard Gaussian03 option Output) WFN (and
Density) Current for correlated wave functions) generates
coefficients of natural orbitals in a primitive basis. For
correlated wave functions (MP2, MP4SDQ, CISD, QCISD,
and CCSD), generalized densities are based on the Z-vector
method.27-30 All Gaussian03 calculations were performed
with the SCF) Tight option, which requests tight self-
consistent field convergence criteria.

The new SPDFG program uses the numerical Rys quadra-
ture method31,32 for the evaluation of one- and two-electron
Coulomb integrals. The method is based on a set of
orthogonal (Rys) polynomials,33 which yields a simple
general formula for integrals over basis functions,ø, of
arbitrarily high angular momentum:

in which uR and WR are the roots and weights of theNth
order Rys polynomial andIx, Iy, and Iz* are simple two-
dimensional integrals, evaluated using efficient and compact
recurrence formulas.32 The program is parallelized using the
message-passing interface and can handle basis functions of
any angular momentum.Ees for Hartree-Fock wave func-
tions evaluated with the SPDFG program are in excellent
agreement with those obtained with Morokuma energy
decomposition in GAMESS-US.46

For Slater-type calculations,Ees was obtained using the
Morokuma-Ziegler energy decomposition scheme20,21 imple-
mented in the program ADF,22-24 which gives electrostatic
interaction energies between monomers that are exact within
the approximations of the theoretical calculation.

All calculations were performed using our own Linux
Beowulf-type cluster equipped with dual-and quad-processor
AMD AthlonMP and Opteron nodes.

Results and Discussion
As the electrostatic energy is a major component of the total
interaction energy, an analysis of its dependence on the basis
set choice and level of theory employed is required for a
better understanding of computational results. This is espe-
cially important for the evaluation of the performance of the

〈øi(1)øj(1)|r12
-1|øk(2)øl(2)〉 ) ∑

R)1

N

Ix(uR)Iy(uR)Iz* (uR)WR (3)
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DB+EPMM method, which is to be applied to much larger
systems of biological interest to which quantum-mechanical
methods are not easily applicable.

1. Effect of Basis Set on the Computed Electrostatic
Interaction Energy. 1.1. Comparison of Related Double-,
Triple-, and Quadruple-ú Gaussian and Slater Basis Sets.
The effect of extending the basis set from double-ú (DZ) to
triple-ú (TZ) is shown in Figure 2a. For Gaussian functions,
we report∆Ees ) Ees(cc-pVTZ) - Ees(cc-pVDZ), whereas
for Slater functions, TZP and DZP are compared. For
Gaussians, the energy calculated with the TZ basis is always
more negative (more attractive or slightly less repulsive in
the case of dimer Gly5) than the DZ value. The most
significant changes are observed for DFT calculations. For
example, for Gly3 and Gly4 dimers,∆Ees is as large as 10-
15 kJ/mol for pure DFT and 9-11 kJ/mol for hybrid B3LYP

functionals.∆Eesat the Hartree-Fock (HF) level is relatively
insensitive to the quality of the basis set, the maximum value
being just over 4 kJ/mol for the Gly3 dimer.∆Eesvalues for
post-HF calculations are usually intermediate between those
for HF and B3LYP.

When considering the dependence of∆Ees on the relative
orientation of monomers in dimers, generally, the smallest
values are observed for dimers Gly1, Gly2, Gly5, and Gly6
and the largest for dimers Gly3 and Gly4, which are con-
nected by two symmetry-related N-H‚‚‚O hydrogen bonds.

Slater-type DFT calculations exhibit a different orienta-
tional dependence than that observed for Gaussians. For
dimer Gly5, the electrostatic energy calculated with the TZ
basis is more repulsive by∼4 kJ/mol than that calculated
with the DZ basis. No differences between TZ and DZ basis
sets are found for dimer Gly4, in marked contrast to results

Figure 1. Six dimers in the crystal of R-glycine (oxygen atoms shown in red, nitrogens in blue, carbons in green, and hydrogens
in gray).

Table 1. Methods and Basis Sets Used in the Study

basis sets

methods w/o diffuse functions w/diffuse functions

Gaussian-Type Calculations
Hartree-Fock (HF) 6-31G**34 6-31++G**35

DFT with pure BLYP36 and PBE37,38 functionals DZP39 DZP+diffuse40 (DZP+)
DFT with hybrid B3LYP41 functional cc-pVDZ42,43 aug-cc-pVDZ42,43

Møller-Plesset second-order (MP2) cc-pVTZ42,43 aug-cc-pVTZ42,43

Møller-Plesset fourth-order with single, double,
and quadruple substitutions (MP4SDQ)

cc-pVQZ42,43,† aug-cc-pVQZ43-45,†

CI with single and double substitutions (CISD)
quadratic CI with single and double substitutions (QCISD)
coupled cluster (CC) with single and double

substitutions (CCSD)

Slater-Type Calculations
DFT with pure BLYP functional DZP

TZP
QZ4P

† For MP2, HF, and DFT calculations only.

Intermolecular Electrostatic Interaction Energy J. Chem. Theory Comput., Vol. 2, No. 1, 200683



obtained with Gaussian functions. The largest deviation (∼7
kJ/mol) is observed for dimers Gly1 and Gly3.

Overall, the differences inEes between the DZ and TZ
bases are significant, and in the case ofR-glycine dimers
can reach 15 kJ/mol. All Gaussian-type calculations show
approximately the same dependence of∆Ees on the relative
orientation of monomers in dimers, which is different from
that observed for DFT calculations with Slater functions.

Figure 2b shows the effect of further expansion of the basis
set from triple- to quadruple-ú (QZ). This leads to corrections
for Gaussian DFT and MP2 energies which are smaller than
the change between DZ and TZ bases. Although the HF
corrections are small, they are comparable to those when
going from a DZ to a TZ basis. For Slater-type DFT
calculations, the QZ/TZ difference is only-3 kJ/mol for
dimer Gly3; -1 kJ/mol for dimers Gly2 and Gly5; and
essentially zero for dimers Gly1, Gly4, and Gly6.

For Slater-type calculations, the convergence ofEes is
nearly complete at the QZ level, while even more extended
basis sets are needed to achieve a similar convergence in
Gaussian-type calculations; that is, quintuple- or perhaps even
sextuple-quality basis sets would be required.

1.2. Effect of Inclusion of Diffuse Functions in the Basis
Sets.A prominent result obtained in this study is that the
inclusion of diffuse functions inmonomercharge density

calculations has a much more pronounced effect on electro-
static interaction energies than even the change from a simple
6-31G** basis to the cc-pVTZ basis set. Figure 3a shows
these effects for DZ-quality basis sets, and Figure 3b shows
analogous results for TZ and QZ basis sets. Results are
shown only for HF, B3LYP, BLYP, and MP2 calculations,
with other methods showing similar behavior.

The inclusion of diffuse functions usually lowersEes

(except for a very small positive energy change in HF/cc-
pVTZ and cc-pVQZ calculations). Not surprisingly, the
6-31G** basis tends to show a much larger variation inEes

upon the inclusion of diffuse functions than any other basis
set examined in this study. The change is as small as 2-4
kJ/mol for dimer Gly5 and as large as 28-32 kJ/mol for
dimers Gly3 and Gly4. The other two DZ-type basis sets
(cc-pVDZ and DZP) are somewhat less affected by the
inclusion of diffuse functions than 6-31G**. The maximum
changes are∼25-26 kJ/mol for the cc-pVDZ basis in dimers
Gly4 and Gly3 and∼22 kJ/mol for the DZP basis in dimer
Gly3. For dimers Gly2, Gly5, and Gly6, the inclusion of
diffuse functions does not significantly affect theEes for any
of the DZ-quality basis sets: changes are generally under
10 kJ/mol.

As expected, the effect of including diffuse functions
diminishes in going from double- to triple- to quadruple-ú
basis sets. The biggest effects are 7, 14, and 32 kJ/mol for
QZ-, TZ-, and DZ-quality basis sets, respectively.

Figure 2. Difference between Ees (in kJ/mol) calculated with
(a) TZ and DZ basis sets and (b) TZ and QZ basis sets at
different levels of theory. For the Gaussian-type calculations,
the differences are between (a) cc-pVTZ and cc-pVDZ and
(b) cc-pVQZ and cc-pVTZ basis sets. For the Slater-type
calculations, (a) TZP-DZP and (b) QZ4P-TZP results are
shown.

Figure 3. Effect of inclusion of diffuse functions in monomer
basis sets on the electrostatic interaction energies in dimers
(kJ/mol) for (a) several double-ú-quality basis sets and (b)
triple- and quadruple-ú basis sets.
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The inclusion of diffuse functions has its greatest effect
on Gaussian DFT (more pronounced for pure DFT func-
tionals) and MP2 energies; is slightly less for CCSD, QCISD,
and MP4SDQ; and is the least for HF and CISD methods.

In general, the importance of diffuse functions for the
calculation of intermolecularEes reported here is in accord
with the results of previous studies, for example, those using
symmetry-adapted perturbation theory3 for various types of
systems.47-49 Similar conclusions were also drawn from the
studies of supermolecular interaction energies in both
hydrogen-bonded50,51 and π-π interacting52 systems, mo-
lecular electric moments and polarizabilities,53 and so-called
correlated cumulative atomic multipole moments.54 Our
results confirm that augmenting a given basis set is more

important for the calculation ofEes, and alsoEint,52 than
adding a shell of valence functions (i.e., aug-cc-pVDZ vs
cc-pVTZ).

It is noteworthy that, within the BLYP method, the electro-
static interaction energies obtained with augmented Gaussian
triple- and quadruple-ú basis sets are in an excellent agree-
ment with those from TZP and QZ4P Slater calculations.

2. Method Dependence ofEes. The results summarized
in Figure 4a-f show both the basis set and method
dependences ofEes for each of theR-glycine dimers. The
Gaussian-type basis sets are listed at the bottom along thex
axis, while Slater-type basis sets are listed at the top of the
graphs. Values ofEes obtained from the DB+EPMM
approach are represented by the solid horizontal line.

Figure 4. Electrostatic interaction energies (in kJ/mol) in Gly1 (a), Gly2 (b), Gly3 (c), Gly4 (d), Gly5 (e), and Gly6 (f) dimers
calculated at different levels of theory.
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The overall spread ofEes obtained from first principle
calculations is remarkably large. For example, it is as large
as 74 kJ/mol between pure DFT calculations with cc-pVDZ
or 6-31G** basis sets and HF/DZP+ calculations in the Gly4
dimer. Judging from the results of our best calculations, these
DFT values are estimated to be∼22% too large and the HF
values are∼19% too low. Similarly, the spread of calculated
Ees values is about 40 kJ/mol in dimers Gly1 and Gly3.

Given the large basis-set dependence, we will analyze the
effect of the method onEes within each basis set to arrive at
general conclusions. In general, we can distinguish five
groups in terms of theirEes method dependence: (1)
calculations with pure DFT functionals using both Slater and
Gaussian functions (BLYP in ADF and BLYP/PBE in G03);
(2) hybrid DFT with Gaussian functions (B3LYP in G03);
(3) HF; (4) CISD; and (5) MP2, CCSD, QCISD, and
MP4SDQ, the last four groups all with Gaussian functions.

For the strongly bonded dimers Gly1, Gly3, and Gly4, all
DFT calculations yield less-negativeEes values than do the
advanced correlated methods, such as CCSD, QCISD, and
MP4SDQ. HF, on the other hand, overestimatesEes(by 10-
20 kJ/mol), as does CISD, but by a smaller amount than HF
(∼5-10 kJ/mol). The advanced correlated methods, and also
MP2, show consistent results with differences of only a few
kJ/mol. This is also true for the somewhat more weakly
bonded dimer Gly6, except that with aug-cc-pVTZ, and the
higher basis set B3LYP method shows an excellent agree-
ment with MP2 results.

For the only repulsive dimer, Gly5, included in this study,
the same trend with respect to the method is observed but
with the opposite sign, that is, repulsion is largest for HF
and more advanced methods.

For the weakly bonded Gly2 dimer, the situation is the
opposite of the one described above. HF and CISD calcula-
tions underestimateEes, while pure DFT overestimates it.
The behavior of the hybrid DFT B3LYP functional in this
dimer is similar to that of the MP2, CCSD, QCISD, and
MP4SDQ calculations.

Within a given Gaussian basis set approximation, the
values ofEes either increase or decrease, depending on the
spatial orientation of the monomers, in the following order:
HF, CISD, (CCSD, QCISD, MP4SDQ), MP2, B3LYP, and
pure DFT functionals. As expected, advanced correlated
methods, such as CCSD, QCISD, and MP4SDQ, are
consistently in good agreement with one another. Electron
correlation effects are significant. Large-basis HF calculations
yield values that differ from comparable correlated results
by factors ranging from 0.95 (Gly1) to 1.19 (Gly5) in
reasonable agreement with factors of about 0.94 previously
reported for H2O and HF dimers.47 MP2 consistently
overestimates the magnitude of the electron correlation
correction, but never by more than 3 kJ/mol in the six dimers
studied here, and these small deviations are removed at the
MP4SDQ level of theory. This agrees with early studies of
the convergence of the Møller-Plesset perturbation expan-
sion applied to the calculation of electrostatic interaction
energies55 and electron density distributions56 in simple
closed-shell molecules. The CISD method, which suffers
from nonsize consistency, recovers only half of the electron

correlation correction; that is, CISDEes values are roughly
halfway between those of HF and advanced correlated
methods. Clearly, CISD is inappropriate for molecules
comparable to or larger than glycine.

Hybrid DFT B3LYP calculations often deviate signifi-
cantly from advanced correlated methods for double-ú quality
basis sets, but the agreement improves for more extended
basis sets. The deviations of pure DFT calculations (using
either Gaussian or Slater functions) from advanced correlated
methods always have the same sign but larger magnitude
than those of hybrid B3LYP calculations. Problems with pure
DFT functionals have been attributed to their inability to
correctly describe long-range correlations,57,58 which in
general can be remedied by incorporation of the special
asymptotic correction.59,60 Hybrid DFT functionals, such as
B3LYP, by their very nature, already include a part of correct
asymptotics via Hartree-Fock exchange, which improves
the overall asymptotic behavior of these functionals. Ac-
cordingly, electrostatic energies calculated with pure DFT
functionals almost always deviate much more from advanced
correlated methods than does hybrid B3LYP. The latter
energies are almost always intermediate between those from
pure DFT and HF calculations and, in some cases, are even
in very good agreement with MP2 results. It is anticipated
that, once the asymptotic correction is applied to pure DFT
functionals, their performance should improve dramatically
and produce electrostatic interaction energies close to those
of CCSD.61

Several previous studies relate to the method dependence
of intermolecular electrostatic interaction energies, either
based on the perturbation approach, which adds correlation
corrections to the Hartree-Fock Ees from perturbation
contributions,47,48,55,62,63or calculated from relaxed correlated
densities.63 In general, our results, obtained on systems much
larger than those studied previously, confirm (a) the impor-
tance of intramolecular correlation for the calculation of
intermolecular electrostatic interaction energies, (b) almost
complete convergence ofEes at the MP4SDQ level, and (c)
the relative unimportance of higher-order terms included in
the CCSD theory.63 We find that intramolecular correlation
included even at the MP2 level yields highly satisfactory
electrostatic interaction energies for the type of systems
studied here.

3. Effectiveness of the Databank in theEesCalculation.
One of the goals of this study is to obtain reliable reference
values for Ees in the test dimers in order to provide a
benchmark of accuracy forEesobtained with the DB+EPMM
approach. Two questions have to be addressed: (1) how does
the databank approach compare with the B3LYP/6-31G**
method on which it is based, and (2) how does it compare
with much more advanced correlated methods?

As to the first question, the agreement between electrostatic
interaction energies calculated with the DB+EPMM method
and B3LYP/6-31G** values is quite goodsunder 4 kJ/mol
(∼1 kcal/mol) for five out of six dimers. This good
agreement should be viewed in light of the fact that the
glycine molecule was not included in the set of molecules
used in the construction of the pseudoatom databank. For
the Gly3 dimer, the difference is slightly largers9 kJ/mol.
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Taking account of the fact that, in constructing the databank,
B3LYP/6-31G** Gaussian-type densities were projected onto
the Slater-type basis set used in the Hansen-Coppens
pseudoatom model, and that the final set of pseudoatom
parameters is obtained by averaging over many slightly
different chemical environments and atomic conformations,
a root-mean-square (RMS) discrepancy of 4 kJ/mol is quite
acceptable.

As to the second question, DB+EPMM, like B3LYP/6-
31G** itself, always underestimates the attractive electro-
static interaction energy compared to our best ab initio
CCSD/aug-cc-pVTZ calculation. The differences can be
fairly significant. Thus, for dimers Gly3 and Gly4, the
differences between DB+EPMM and CCSD/aug-cc-pVTZ
Ees values are as large as∼30 and 20 kJ/mol, respectively.
But, for the Gly1, Gly2, and Gly6 dimers, the DB+EPMM
approach underestimatesEesby only 5-7 kJ/mol (1-2 kcal/
mol). For the only repulsive dimer, Gly5, the DB+EPMM
energy is in excellent agreement with the CCSD/aug-cc-
pVTZ value. The RMS discrepancy between DB+EPMM
and CCSD/aug-cc-pVTZEes values is only 16 kJ/mol for
the set of six dimers, essentially due to the less advanced
method on which the databank is based. For comparison,
the RMS deviation between B3LYP/6-31G** and CCSD/
aug-cc-pVTZ energies is 14 kJ/mol, and between the best
ADF BLYP/QZ4P calculation and CCSD/aug-cc-pVTZ it
is 9 kJ/mol.

4. Dependence of Electron Density Distributions on the
Level of Theory. Electrostatic interaction energies described
in this paper are, of course, intimately related to the electron
density distribution in the monomer ofR-glycine. Figure 5a
shows the difference between HF/cc-pVTZ and HF/cc-pVDZ
electron density distributions plotted in the plane of an
oxygen, the carbon atom of the CH2 group, and the nitrogen
atom. The extension of the basis set from DZ to TZ
significantly affects the spherical component of the electron
density near the atom cores, which is expected to be relatively
unimportant forEes calculations, and increases the density
in the bonding and tail regions of the density distributions,
which is expected to be more important. Figure 5b illustrates
the effect of including diffuse functions in the cc-pVDZ
orbital basis set at the HF level. The results for other methods
and basis sets are similar. Surprisingly, the effect is not
confined to the tails of the density distributions but is also
pronounced near the atoms and in the bonding regions. Most
remarkable are the nonspherical features around the atoms.
The effect of electron correlation is shown in Figure 5c. As
observed in previous studies,30 correlation builds charge
density near the nuclei and decreases it in bonding regions.
Contrary to earlier studies, the charge density is actually
depleted in a very small region in the immediate vicinity of
the oxygen and nitrogen atoms. To ensure that this feature
is not an artifact of our calculations, we repeated the
formaldehyde calculations previously reported by Wiberg et
al.,30 computing charge densities on a finer grid of points,
and found the same feature in that molecule.

In general, the effects of the basis set and method of
computation are rather significant and sufficiently compli-
cated to account for the observed changes in the inter-

Figure 5. Differences in the charge density distribution in the
glycine molecule between various levels of theory in the plane
of the oxygen, the carbon of the CH2 group, and the nitrogen
atom. Positive contours are shown with a solid red line,
negative with a dashed blue line, and zero with a dotted black
line. Contour levels are (2 × 10-4, (4 × 10-4, (8 × 10-4,
(2 × 10-3, (4 × 10-3, (8 × 10-3, (2 × 10-2, and so forth
e/au3.

Intermolecular Electrostatic Interaction Energy J. Chem. Theory Comput., Vol. 2, No. 1, 200687



molecular electrostatic interaction energy and its orientational
dependence.

Concluding Remarks
The results of an extensive analysis of the basis set and
method dependence of intermolecular electrostatic interaction
energies in six dimers ofR-glycine show that the most
significant effect onEes in Gaussian-type calculations is
produced by the inclusion of diffuse functions, even in the
case of the fairly extended cc-pVQZ basis set. For augmented
Gaussian basis sets, the convergence ofEesis nearly complete
at the aug-cc-pVDZ level. The basis set dependence in Slater-
type calculations ofEes is somewhat smaller than that for
Gaussians.

The method dependence of the calculatedEes is also
pronounced. Advanced correlated methods, such as QCISD,
CCSD, and MP4SDQ, and also MP2, show very consistent
results, usually within a range of 1-2 kJ/mol. Of these, MP2
is much less computationally demanding and when combined
with aug-cc-pVTZ or (if possible) a larger basis set is capable
of producing accurate benchmark electrostatic interaction
energies. Electrostatic energies obtained with HF and CISD
methods deviate considerably from these results, generally
overestimating the magnitude of the electrostatic interaction.
Pure DFT functionals with both Gaussian and Slater basis
functions almost always show large deviations from advanced
correlated methods, apparently because of an incorrect long-
range behavior of these functionals. Despite their different
origins, BLYP and PBE functionals yield very similarEes

energies. Electrostatic interaction energies from the hybrid
DFT B3LYP functional are in much better agreement with
those of advanced correlated methods, especially when
augmented TZ- or QZ-type basis sets are used. This is due
to the inclusion of Hartree-Fock exchange, which by itself
contains correct asymptotics and improves the overall
asymptotic behavior of a hybrid functional.

The combination of the pseudoatom databank and EPMM
method is well able to reproduce the results of the B3LYP/
6-31G** calculations on which it is based (well within 10
kJ/mol, usually within 4 kJ/mol only), confirming the
transferability of the pseudoatom densities among the types
of molecules considered. However, because electrostatic
interaction energies calculated at the B3LYP/6-31G** level
of theory deviate (sometimes by 20-30 kJ/mol) from
advanced correlated results, the databank results show
analogous discrepancies. This indicates that the databank can
be improved by the use of electron densities from advanced
correlated methods.

Nevertheless, the combination of the current databank for
the evaluation of electrostatic interaction energies in molec-
ular systems with high-quality atom-atom potentials for the
description of exchange-repulsion, dispersion, and induction
forces should provide total bonding energies at an accuracy
similar to or better than those obtained by the standard DFT
methods. This approach is now being pursued.64
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Abstract: An exact energy partition method based on a physically sound decomposition of the

nondiagonal first-order and diagonal second-order density matrices put forward by Li and Parr

(J. Chem. Phys. 1986, 84, 1704) is presented. The method splits the total energy into intra- and

interatomic components and is applicable on quite general wave functions. To explore it

numerically, the energy components of three test molecules (H2, N2, and LiH) have been

computed using four different partitions of the charge density F(r) into atomic densities. Several

aspects on the chemical bond and the relative importance of different components of the binding

energy are analyzed. The merits of different partitions of F(r) are also discussed.

I. Introduction
Chemists usually see molecules as formed by atoms or
groups of atoms interacting with each other in 3D space and
approximately having transferable properties. This idea has
inspired the translation of the well-known concepts of
chemistry such as bonds, valences, atomic charges, and so
forth to the quantum mechanical language. In looking for
this connection, the proposed models usually start at a
qualitative level, but as soon as they slide into the quantitative
realm, they fall into a fragment picture. Many of these
quantitative models try, then, energy partition schemes or
energy decomposition analyses.1-22

All of these methods, which have importantly contributed
to deepening our knowledge of the chemical bond, are not
free from criticisms. A number of them are (a) their link to
particular calculational procedures, (b) their dependence on
the reference used to describe the fragments, (c) their use of
fictitious intermediate states, and (d) their mixing of exchange
and orthogonality constraints.

Recently, we presented an energy partition method that is
theoretically sound and able to give detailed definitions of
the interactions among atoms, functional groups, and mol-
ecules.23 Moreover, it is exhaustive in the sense that it
recovers exactly the total energy of the system and derives

from the molecular wave function without resorting to the
approximations involved in its calculation. Its implementation
was possible thanks to the previous development of an
efficient algorithm to compute two-electron integrals over
arbitrary regions of space for both monodeterminantal24 and
correlated25 wave functions. In ref 23, the atomic regions of
the quantum theory of atoms in molecules (QTAM), mainly
developed by Bader,11 were taken as basic entities from
which the molecule is built. The QTAM atoms, unequivo-
cally defined as the 3D attraction basins of the gradient field
of the molecular charge densityF(r ), have sharp and well-
defined boundaries and, thus, produce noninterpenetrating
atomic densities. Their irregular forms and the high com-
putational cost which is necessary to determine their
boundaries has prevented their wide use in routine quantum
chemical applications. For this reason, the objective of this
paper is to present a molecular energy decomposition scheme
that, taking also the individual atoms as the chemically
meaningful fragments in the molecule, generalizes the earlier
one based on QTAM atoms.23 The basic idea of the
generalized approach is to partitionF(r ) in terms of
interpenetrating atomic densitiesFA(r ) that have no defined
boundaries. The charge density at any point of physical space
is not assigned to a single atom as in QTAM but is shared
to a certain degree by all the atoms of the molecule. Since
eachFA(r ) extends to infinity, the obstacles associated with
the steplike character of QTAM atoms clearly disappear and
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the task of determining atomic boundaries is obviously
absent. The only requisite that theFA(r ) has to satisfy is

where thewA(r ) functions provide a partition of the unity

A partition of F(r ) into atomic components does not
unequivocally define a corresponding energy partition since
the total energy depends not only onF(r ) but also on the
nondiagonal part of the first-order density matrix,F1(r ,r ′),
and the diagonal second-order density matrix,F2(r 1,r 2).
Consequently, a second and essential step in the energetic
partition that we propose is to convey the partition ofF(r )
to the full nondiagonal density matrices from which the total
energy depends. This should be done, in our opinion, using
physically reasonable arguments. We will use, in this article,
the scheme proposed in the 1980s by Li and Parr.26 It is
very relevant to remark that Li and Parr’s scheme allows
for a physically sound partition ofF1(r ,r ′) andF2(r 1,r 2) only
in terms of a given partition ofF(r ).

The third and last step in our partition method is to group
or reorganize the different energy components into physically
and chemically meaningful contributions. Altogether, these
three elements represent a practical and physically well-
founded methodology to partition the total energy, energy
components, and density matrices into intra-atomic and
interatomic terms. As we will see below, the algorithm works
equally well with very different and unconnected partitions
of F(r): interpenetrating (in both its localized and delocalized
versions) and noninterpenetrating (in which the atomic
densities are exactly zero outside a given 3D region).

We have organized the rest of the paper as follows. In
Section II, we present the energy partition method. In Section
III, we present and discuss the results. First, taking the CO
molecule as a test example, we analyze its atomic charges
and densities and discuss the results found for these properties
in other molecules (Subsection IIIA). Then, we perform a
thorough comparative study of the energy components in
H2 using four possible partitions ofF(r ) and show how their
relative values are governed by the hydrogen atomic density
in each of the partitions (Subsection IIIB). Similar studies
on the N2 and LiH molecules (representative of the traditional
apolar covalent and partially ionic bonding types, respec-
tively) are presented in Subsections IIIC and IIID, respec-
tively. Finally, a summary and our conclusions are given in
Section IV.

II. Energy and Charge Density Partitions
In this section, we present some theoretical aspects of the
energy partition method that we propose (Subsection IIA),
show how the different energy components can be rearranged
to obtain deeper insights into their physical meaning
(Subsection IIB), define the partitions of the charge density
into atomic densities with which the energy partition has
actually been applied (Subsection IIC), and give some

relevant computational details concerning the practical evalu-
ation of all the energy components (Subsection IID).

A. Energy Partition. Since the nonrelativistic Born-
Oppenheimer molecular Hamiltonian contains only one- and
two-particle terms, the total energy of a molecule may be
obtained from just the spin-free first order,F1(r ,r ′), and
diagonal second order,F2(r 1,r 2), reduced density matrices
as27

where

and

are the total kinetic energy, nucleus-electron attractive
potential energy, electron-electron repulsion energy, and
nuclei-nuclei repulsion energy, respectively,T̂ ) 1/2∇‚∇′,
andF(r ) ≡ F1(r ,r ). What we want is a consistent partition
of F1(r ,r ′) andF2(r 1,r 2) (and from it, a partition of the total
energy) using exclusively a well-defined partition ofF(r )
into atomic densitiesFA(r )’s. A method to do this was
proposed 20 years ago by Li and Parr.26 Following these
authors, we assume the validity of eq 1 also for the
nondiagonalF1(r ,r ′) and partition it in the form

where thewA(r )’s satisfy eq 2. It may then be shown that

In Li and Parr’s original scheme, based on density functional
theory (DFT), this amounts, to scale, the exact kinetic density
functional. A very similar scaling is done to partition
F2(r 1,r 2), this time, with a double scaling for electrons 1 and
2:

This partition implies that
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which means that, given two arbitrary pointsr 1 andr 2, the
interaction energy between two electrons is the same no
matter whether we assume them as belonging to an atom or
to the molecule.

These ideas lead to a partition of all the energy components
into intra- and interatomic contributions. For instance, using
eqs 2 and 8 in eq 4, we obtain

Similarly, when eq 1 is used in eq 5,Vne is given as

Finally, inserting eq 11 in eq 6,Vee results:

where

and

Inserting now eqs 7, 13, 14, and 15 in eq 3, the total energy
can be expressed as

where

is the net energy of atomA and

is the total interaction energy between atomsA andB. Each
atomic net energy,Enet

A , is an effective one-body term that
carries all the intra-atomic energy contributions, while each
interaction term,Eint

AB, is an effective two-body component
of the total energy. Both contributions actually include all
the many-body interactions that result from a quantum-
mechanical calculation. However, since the molecular Hamil-
tonian is expressed as a sum of one- and two-particle terms
only, the total energy does not contain explicit many-body
interactions.

Equation 18 defines the present energy partition. It states
that the total energy can be exactly written as a sum of the
net energies of all the atoms of the system and the interatomic
interaction energies. It has been derived from the molecular
wave function without resorting to the approximations
involved in its calculation or to the specific peculiarities of

the orbital description used to obtain it. Moreover, the
partition is general in the sense that it can be applied with
any definition of the atomic densitiesFA(r ), provided that
they satisfy eq 1

B. Analysis of the Energy Components.Both Enet
A (eq

19) andEint
AB (eq 20) can be partitioned into more detailed

components with a clear physical meaning. This is possible
thanks to the natural decomposition ofF2(r 1,r 2) in Coulomb
and exchange-correlation components:

where F2
C(r 1,r 2) ) F(r 1) F(r 2). On the other hand, even

though the meaning of exchange and correlation energies is
strictly lost as soon as correlated wave functions are used,28

a reasonable separation of both terms can be performed,
defining the exchange density matrix,F2

X(r 1,r 2), as in a
monodeterminantal case (Fock-Dirac exchange)

and the correlation density matrix,F2
corr(r 1,r 2), by difference

Equations 21-23 allow us to writeVee
AB as

where

τ ) C, xc, X, or corr, and

When eqs 21-23 are used, the intra-atomic repulsion
energy Vee

AA (eq 16) may also be expressed as a sum of
Coulomb, exchange, and correlation contributions:

where the expression forVτ
AA is similar to that ofVτ

AB (eq
26) but using1/2F2

AA instead ofF2
AB.

The atomic net energies (eq 19) contain the same energetic
contributions present in the isolated atoms. When the atomic
density does not change much for a given atom in different
molecules, its energy components (kinetic energies, nuclear
attraction to its atomic nucleus, and electron-electron
repulsion) will be largely the same. Consequently, the net
energies carry the atomic identity from system to system.
The deformation energy

T ) ∑
A

TA ) ∑
A
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whereE0
A is the net energy of atom A in vacuo, provides a

measurement of the change suffered by an atom in going
from the isolated state to the molecule. It plays an important
role in the definition of the molecular binding energy,Ebind.
This property is defined as the total molecular energy referred
to an appropriate reference. Taking the isolated neutral atoms’
reference, we have

and using eqs 18 and 30, we obtain

The stability of a molecule with respect to its atomic
components is, thus, determined by two factors: the defor-
mation energy, which is necessarily positive in homonuclear
diatomic molecules26 and is usually positive (provided that
the neutral atoms are taken as references to defineEbind) in
many other cases, and the interaction between the atoms,
which is usually negative whenA andB are bonded.

When eqs 24 and 25 are used in eq 20, the total interaction
energy,Eint

AB, can be written as

where

is the classical electrostatic Coulomb interaction andVxc
AB is

the interaction energy due to purely quantum effects (i.e.,
exchange and correlation). This rearrangement is very
convenient since the four components ofEint

AB in eq 20 are
usually orders of magnitude larger than the interaction energy
itself. However,Vcl

AB, which can be written in the compact
form

whereFA
T(r ) ) ZAδ(r - RA) - FA(r ) is the total (nuclear

plus electron) charge density of atomA, will always be much
smaller than each of the individual terms in eq 35.23 In fact,
it can be shown thatVcl

AB is necessarily positive for two non-
interpenetrating and specular distributions of charge. As we
will see later, this means thatVcl

AB > 0 for the two QTAM
atoms of a homonuclear diatomic molecule. Since, in these
molecules,Edef

A > 0, we conclude that the stability of a
homonuclear diatomic molecule in the QTAM energy
partitioning scheme is a pure quantum phenomenon; that is,
it is exclusively due to the interatomic exchange-correlation
stabilizing interactions, the rest of energetic components
being overall repulsive. We will also see below that this is
not necessarily true when overlapping atomic densities
FA(r ) are used to constructF(r ).

A measure of the delocalization of electrons of atomA in
atomB and vice versa is given by

For eachAB pair, δAB ) |FAB| is the delocalization index,
which can be roughly interpreted as the number of electron
bonding pairs shared by the atoms. In this sense,δAB is a
good quantum-mechanical indicator of covalency.

C. Charge Density Partitions.There exists an arbitrary
number of ways to partitionF(r) into atomic densities.11,26,29,30

One of the methods more firmly rooted in the basic principles
of quantum mechanics is the exhaustive partition ofR3 into
proper open quantum systems provided by the QTAM of
Bader and co-workers.11,31,32 The theory divides the space
into the 3D attraction basins of the gradient field ofF(r ).
These atomic basinsΩA usually contain one and only one
nucleus, and they are bounded by a zero local flux surface
of ∇F [∇F(r )‚n(r ) ) 0 for r ∈ S(ΩA), wheren(r ) is a vector
normal to the surfaceS(ΩA)]. The QTAM partition can be
recast in the form given in eq 1 by simply choosingwA(r )
) 1 for r ∈ΩA andwA(r ) ) 0 for r ∉ ΩA.

The QTAM atoms have sharp and well-defined boundaries,
present in some cases in irregular forms, and are computa-
tionally very costly to determine. Some of these inconve-
niences can be avoided in the partitions ofF(r ) on the basis
of interpenetrating atomic densities (IADs).26,29,30

Among the many possibilities, the IADs proposed by
Hirshfeld29 are those preserving as much as possible of the
information contained in the charge densities of the isolated
atoms.33 In this partition, eachwA(r ) is defined as the ratio
of the in vacuo charge density of atomA to that of the
promolecule(set of in vacuo atoms placed at the positions
of the nuclei in the actual molecule), that is,wA(r ) )
FA

0(r )/∑A FA
0(r ). Since the atomic densities of the isolated

atoms are required to determine thewA(r ) values, neither an
energy partition nor a population analysis can be performed
within this scheme based only on the molecular wave
function. One is necessarily forced to choose some external
atomic densities. To avoid this requirement, we have
considered, in this work, the following variation of the
Hirshfeld’s partition. Taking into account thatF(r ) is usually
given in terms of one-center and two-center contributions

where φa
A(r ) is a primitive Gaussian function centered at

nucleusA; we definewA(r ) ) F̃A
0(r )/∑A F̃A

0(r ), whereF̃A
0(r )

) cA FA
0(r ) andcA is a constant chosen such that∫ F̃A

0(r ) dr
) ZA. Although this partition (Mod-H from now on) is
formally equivalent to that of Hirshfeld, it only requires the
wave function of the system. We want to remark, at this
point, that the modified atomic densityF̃A

0(r ) is used

Ebind ) E - ∑
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exclusively to define thewA(r ), and they enter the partition
into FA(r ) only throughwA(r ), not throughF(r ) (see eq 1).

Another widely used partition ofF(r ) in terms of IADs is
that of Becke,34 which was initially proposed to simplify the
numerical evaluation of monoelectronic multicenter integrals
in DFT.34 It consists of dividing theR3 space into atomic
regions that resemble fuzzy Voronoi polyhedra. The size of
each atomic region is adjusted by using an effective radius
RA for each of the atoms of the molecule. In the original
work,34 and also in most of the works that use this partition,
RA is taken as the Bragg-Slater radius of the isolated atom.
However, this choice produces very unrealistic atomic
charges in many cases. For this reason, we will also use here
atomic radii derived from a topological analysis ofF(r ).
Provided that a bond critical point (BCP) ofF(r ) exists
between atomsA and B, RA (RB) is taken as the distance
from atomA (B) to the BCP. The number of topological
radii of a given atom is, thus, equal to the number of bonds
of this atom. In the case that no BCP exists between atoms
A andB, RA is taken as in the original work, that is, as the
Bragg-Slater radius of the isolated atom. Becke’s partition
of F(r ) based on topological radii is labeled B-Top in this
work.

Finally, in the partition method recently developed by Rico
et al.,30 FA(r ) is determined following a minimal deformation
criterion (MinDef in what follows) for every two-center
contribution toF(r ). Writing each of these contributions as
Fab

AB
φa

A(r ) φb
B(r ), whereFab

AB is a density matrix coefficient
and φa

A(r ) and φb
B(r ) are primitive Gaussian functions

centered atA andB, respectively (with orbital exponentsúA

andúB), the MinDef method assigns its entire value to atom
A if úA > úB or to atomB if úB > úA. If both orbital exponents
are equal, half of each two-center contribution is assigned
to each center. In practical terms, the classical Mulliken’s
partition only differs from the MinDef method in that the
former always performs a symmetric partition of each two-
center contribution regardless of the values ofúA andúB.

D. Computational Aspects.We have shown in ref 25
how, in many of the actual quantum mechanical molecular
computations,F2 andF2

X can be written in the forms

whereM ) m(m + 1)/2, m is the number of partially or
fully occupied (real) molecular orbitalsφp in the wave
function, eachFi(r ) andGi(r ) is a known linear combination
of products φp(r ) φq(r ), and λi and ηi are also known
coefficients.

The use of eqs 41 and 42 greatly reduces the computational
effort of the two-electron integrations which are necessary
to apply our energy partition method. All of these two-
electron integrals over arbitrary regions of space can be
efficiently computed for both monodeterminantal24 and
correlated25 wave functions by means of an always-
convergent generalization of the conventional multipolar

approach (even for overlapping densities). In refs 24 and
25, the procedure was particularized to the QTAM atomic
basins. However, the method can be applied as well to
general tridimensional regions. In particular, it can be used
with the fuzzy-boundary regions defined in the previous two
subsections. The required computational effort can also be
substantially reduced by computing and storing for further
use the radial factors

for all the grid points of an appropriate radial quadrature. In
eq 43,r̂ ) (θ,φ); Slm(r̂) is a real spherical harmonic, defined
as in ref 24; andfΩA(r ) is FA(r ), Fi

A(r ) ) wA(r ) Fi(r ), or
Gi

A(r ) ) wA(r ) Gi(r ), whereFi(r ) [Gi(r )] is one the func-
tions of eq 41 (eq 42). Let us recall that the bipolar expansion
for r12

-1 used in this work is always convergent.24 Neverthe-
less, simpler integration methods based on a standard multi-
polar expansion ofr12

-1, used for instance by Popelier et
al.,35-37 converge to the exact results for sufficiently separated
atoms. In this standard multipolar approach, the Coulombic
interaction betweenFA(r 1) andFB(r 2) is given by24

where Cl1m1l2m2 is a coupling coefficient24 and Qlm
ΩA are

spherical atomic multipoles defined as

The differences between the approximate and exact multi-
poles or betweenVC

AB (eq 26, exact) andVC,lr
AB (eq 44,

approximate) will indicate how strongly atomsA and B
overlap.

III. Results and Discussion
In this section, we present the results of our energy partition
method. First, we analyze the atomic densities and charges
of both atoms of CO and comment on the results obtained
in some other molecules (Subsection IIIA). In Subsection
IIIB, we give a thorough analysis of the dihydrogen molecule,
a paradigm in which any new idea or method should be tested
on. Finally, the N2 and LiH molecules, which may be
considered representative of the covalent (N2) and ionic (LiH)
bonding types, will be analyzed.

All the calculations have used thegamesscode38 to obtain
the wave functions and ourpromoldencode to perform the
energy partition. The wave functions have been computed
in the ground electronic states using complete active space
CAS[n,m] (n active electrons,m active orbitals) multicon-
figuration calculations for H2 (CAS2,2), N2 (CAS10,10), and
LiH (CAS2,2) and a Hartree-Fock (HF) calculation for CO.
Basis sets 6-311G(p), TZV(d), 6-311G(p), and TZV(2p,-
3d)++ were used for H2, N2, LiH, and CO, respectively.
The energy components inpromoldenhave been computed
to an accuracy of about 1.0-3.0 kcal/mol.
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A. Atomic Overlapping Densities and Charges.The
differences and similarities between the various partitions
of F(r ) can be appreciated in Figure 1, where we have plotted
wA(r ) for both atoms in the CO molecule along the inter-
nuclear axis. In this figure, the QTAMwA(r) function is given
by a vertical line at the BCP (rC ) 0.705a0 andrO ) 1.380
a0). All the partitions generate localized atomic densities,
and they basically differ in the size extension assigned to
each atom. For a diatomic molecule, it is easy to show that,
in the Becke and B-Top partitions, the point wherewA ) wB

) 1/2 along theA-B axis satisfiesrA/rB ) RA/RB [at this point
FA(r ) ) FB(r ) ) F(r )/2, i.e., half of the charge density is
assigned to atomA and half to atomB]. Consequently, when
the Slater-Bragg radii of the isolated C and O atoms are
used (0.65a0 and 0.47a0, respectively), this point is much
closer to the oxygen atom (rO ) 0.875a0) than to the carbon
atom (rC ) 1.210 a0). However, when topological radii
(RC

top ) 0.705a0 andRO
top ) 1.380a0) are used instead, that

point moves to the BCP of the molecule. These numbers
show that, in going from C to O along the C-O axis,wC(r )
decays to zero much earlier in the B-Top than in the Becke
partition, which means that a great quantity of electronic
charge, ascribed to C in the Becke partition scheme, actually
belongs to O in the B-Top method. This produces a change
in the charge-transfer direction of the C-O bond in both
cases (Cδ-Oδ+ in the Becke partition versus Cδ+Oδ- in the
B-Top partition).

In heterodiatomic molecules, the points inR3 for which
wA ) wB ) 1/2 in the B-Top partition do not necessarily lie
on the QTAM interatomic surface. Of course, the BCP,
which lies on this surface, is a notable exception since it
satisfies the above property. Consequently, we expect that
out of, but not very far from, the internuclear axis, the points
in R3 for which wA ) wB ) 1/2 will probably be relatively
close to the QTAM interatomic surface. This explains the
similarities between QTAM and B-Top atomic charges that
we have found in many molecules. Of course, for homo-
nuclear diatomic molecules, the points wherewA ) wB ) 1/2

always lie on the QTAM interatomic surface. Since, in the
limit k f ∞ (wherek is the characteristic iterative parameter
in the Becke partition method, see ref 34),wA(r ) transforms
to a steplike function [wA(r ) ) 1 for rA e rB andwA(r ) ) 0
for rA > rB], the QTAM and B-Top atoms, and all their
properties and intra-atomic and interatomic interactions, tend
to be equal ask increases in homonuclear diatomic mol-
ecules. This need not be so in heterodiatomics.

The atomic charges derived by integratingFA(r ) for the
carbon and oxygen atoms of the CO molecule using the
Becke, B-Top, MinDef, Mod-H, and QTAM partitions, as
well as those obtained from the classical Mulliken and the
original Hirshfeld partitions, are collected in Table 1. The
Hirshfeld wA(r ) functions were computed from the high-
quality Koga’s atomic densities of the isolated carbon and
oxygen atoms.39 The charge transfer (CT) predicted by the
Becke partition (Cδ-Oδ+) is contrary to that obtained in all
the other methods (Cδ+Oδ-). Analyzing the atomic charges
obtained for many other molecules, we have observed that
this partition behaves generally very differently from the rest,
predicting, in many cases, a charge transfer that is even
contrary to traditional chemical thinking. When a molecule
is formed from neutral atoms, the effective atomic radii
change with respect to their in vacuo values, this change
increasing with the difference of electronegativities of both
atoms. It seems that Becke’s method does not properly
account either for this changeor for the actual charge-transfer
phenomena in the molecule.

The deficiencies of Becke’s atomic charges can be
minimized by computingwA(r) from topological atomic radii.
The B-Top method gives atomic charges which are much
more reasonable from a chemical point of view and which
are fairly similar to those derived from the QTAM. Both
the B-Top and QTAM charges suggest a relatively high
charge transfer in the CO molecule. This behavior is general
and also happens in many other molecules. On the other
hand, Mod-H and MinDef schemes give atomic charges fairly
close to each other and offer, in general, an image with more
neutral atoms than B-Top and QTAM partitions. The
Hirshfeld method provides the more neutral atoms in most
cases. This fact is well-known and has been previously
observed in a large variety of molecules (see ref 40 and
references therein). It is noteworthy that, since the atomic
functions wA(r ) in the Becke and Hirshfeld schemes are
completely independent of the details of the molecular wave
functions, they produce atomic charges which are practically
basis-set-independent. This feature of the Hirshfeld atomic
charges was also observed in ref 40. We do not think this
fact implies that they are more realistic than those of other
partitions. It is simply a characteristic feature of these two

Figure 1. HF/TZV(2p,3d)++ atomic functions wA(r) for the
carbon and oxygen atoms in the CO molecule along the
internuclear axis. The C and O atoms are at the -0.0424 and
2.0424 positions along the C-O axis, respectively. Labels
Becke, B-Top, MinDef, and Mod-H stand for the Becke with
Bragg-Slater radii, Becke with topological radii, Rico et al.
minimal deformation criterion, and modified Hirshfeld methods,
respectively.

Table 1. HF/TZV(2p,3d)++ Atomic Charges for the
Carbon and Oxygen Atoms of the CO Molecule from
Different Partition Methods of F(r)a

M H B QTAM Mod-H B-Top MinDef

C 0.448 0.124 -0.406 1.353 0.497 1.204 0.303
O -0.448 -0.124 0.406 -1.356 -0.497 -1.204 -0.303

a M, H, and B letters stand for Mulliken, Hirshfeld, and Becke
partitions, respectively. Labels B-Top, MinDef, Mod-H, and QTAM
have been defined in the text.
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methods that, obviously, would also be desirable in all of
the other cases, thus making the discussion of results easier
and avoiding the inconveniences derived from the change
of these results with the basis set employed in the calculation.

The total molecular dipole (µ) of a neutral molecule is
given (in atomic units) by11

where the electronic and nuclear position vectorsr andRA

are measured from a common, arbitrary origin. UsingrA )
r - RA, whererA is the electronic position vector with respect
to nucleusA, one can transformµ to give

whereQA is the total (nuclear plus electronic) charge of atom
A. The first term in eq 47,µc, is the contribution from the
interatomic charge transfer, while the second,µa, arises from
the polarization of the individual atomic distributions. Both
are important in determiningµ, althoughµc usually dominates
when there is a significant charge transfer. In diatomic
molecules, the polarity ofµc can be generally inferred from
the electronegativities of both atoms. In the CO molecule, it
must be clearly of the form Cδ+Oδ-, which is the one
exhibited in Table 1 by all except the Becke partition. This
result does not contradict the fact that total polarity in CO
is the opposite (i.e., Cδ-Oδ+, as is now the consensus from
high-level calculations, and happens also in our HF calcula-
tion) since the polarization contribution (µa), in this case,
opposes and dominatesµc.

B. Energy Partition in H 2. The first example in which
we analyze the energy partition is H2 in the 1Σg

+ ground
state at the CAS2,2/6-311G(p) level of calculation. Since the
QTAM results have been discussed in detail elsewhere,23 we
will concentrate here on the comparison of these results with
those obtained in the other partitions. Moreover, since H2 is
homonuclear, Becke and B-Top partitions are, in this case,
equivalent. The relative values of the energy components
can be rationalized in terms of the shapes of their atomic
densitiesFA(r ) and weightswA(r ). We have depictedFA(r )
for the left hydrogen of H2 (left-H) along the internuclear
axis in Figure 2. As expected, all densities are very close to
each other to the left of the nucleus, differing only in the
right region: the rate of decay ofFA(r ) is QTAM > B-Top
> Mod-H > MinDef. Obviously, from the equationFA(r ) )
F(r ) wA(r ), the same can be said of thewA(r )’s. The right
tail of FA(r ) in Figure 2 for the B-Top, Mod-H, and MinDef
partitions shows a shift of QTAM electron charge from the
left-H region to the right of the normal plane bisecting the
H-H internuclear axis, increasing the interpenetration of the
two atomic densities in the order QTAM< B-Top< Mod-H
< MinDef. The charge redistribution from the neighborhood
of the left-H should decrease the magnitude ofVne

AA, directly
dependent onFA(r ). In the same way, the more concentrated
the left-HFA(r ) is on its own nucleus, the greater the value
of VC

AA will be. According to these arguments, the magni-
tudes ofVne

AA andVC
AA should decrease in the order QTAM>

B-Top > Mod-H > MinDef. On the other hand,Vτ
AA (τ )

xc, X, corr) values are given by eq 26 (halved and withA )
B) with F2

τ,AA(r 1,r 2) ) wA(r )2 F2(r 1,r 2). From our previous
discussion on the behavior of thewA(r )’s in the different
partitions, we expect that the magnitudes of these three
energy components (all of them negative) also decrease in
the above order.

The energy components at the experimental geometry (Rexp

) 0.7414 Å) are collected in Table 2 and fully confirm the
above predictions. The last row in this table collects the
binding energy computed by using eq 32. In the four cases,
it differs from the analytical value (eq 31) by less than 0.2
mhartree. This number may, thus, be taken as an estimate
of the numerical error in the integrations.

Let us now focus on the intra-atomic properties in Table
2 (first block). As we can see, the atomic kinetic energyTA

is the same in the four partitions. Although this property
suffers (except in the QTAM decomposition scheme) from
the nonuniqueness of the kinetic energy density, the total
molecular kinetic energy density (T̂) is well-defined in all
the schemes. Consequently, in homonuclear diatomic mol-
ecules, where both atoms are equivalent by symmetry,TA is
necessarily equal to half the total kinetic energy.

SinceVee
AA (see eq 28) is dominated by the Coulomb part,

its magnitude shows the same trend asVC
AA, decreasing in

the order QTAM> B-Top > Mod-H > MinDef. Neverthe-
less, the differences between theVee

AA values in the different
partitions are an order or magnitude smaller than those
obtained for theVne

AA. Since TA is the same in all the
partitions because of symmetry reasons, we conclude that
Vne

AA is the main factor determining the differences between
the net energies in the different partitions.

The final intra-atomic balance givesEdef
A values that

increase according to the sequence QTAM< B-Top <
Mod-H < MinDef. This quantity is necessarily positive in
homonuclear diatomic molecules,26 so the hydrogen atom
in H2 is less destabilized with respect to the isolated state in
the QTAM than in the other three partitions. In this sense,
the QTAM partition is the one best preserving the atomic
identity upon molecule formation. Although we have not
carried out Li and Parr’s division ofF(r ), which explicitly
minimizes the deformation energy,26 it would give anEdef

A

µ ) ∑
A

ZARA - ∫ rF(r ) dr (46)

µ ) ∑
A

QARA - ∑
A
∫rA FA(r ) dr ) µc + µa (47)

Figure 2. CAS[2,2]/6-311G(p) atomic density for the left atom
of H2 along the internuclear axis. Left and right hydrogens
are at -0.7 and +0.7 a0, respectively. Labels Becke, MinDef,
Mod-H, and QTAM have been defined in the text.
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value smaller than that of the QTAM partition. However,
since our results in Table 2 nicely correlate with the general
aspect ofFA(r ) in Figure 2, Li and Parr’sFA(r ) will probably
be very localized on its own nucleus as the QTAMFA(r ). It
is also interesting to remark that, as Nalewajski et al. have
recently shown,41-43 the best transferability of the atoms from
the isolated state to the molecule in the information theoreti-
cal sense is obtained whenF(r ) is given in terms of Hirshfeld
atomic densities. Preliminary results using our energy
decomposition scheme fed with Hirshfeld atoms have shown,
however, that, in an energetic sense, they are rather similar
to the Mod-H and MinDef atoms and considerably less
transferable than QTAM atoms.

We analyze now the interatomic energy components
(second block in Table 2). Since each total interaction term
(Vne, VC, Vxc, VX, ...) is clearly independent of the partition
used forF(r), each of the interatomic stabilizing contributions
(Vne

AB, Vxc
AB, andVX

AB) decreases now in the order MinDef<
Mod-H < B-Top < QTAM, which is the opposite of what
we obtained for the corresponding intra-atomic terms.

It is interesting to remark that, contrary to the intra-atomic
correlation energy (Vcorr

AA ), which plays a stabilizing role, the
interatomic correlation (Vcorr

AB ) destabilizes the H2 molecule
(except in the MinDef partition). The interatomic electron-
electron repulsion is very similar in the four partitions, the
largest difference being 5.9 kcal/mol between the QTAM

and MinDef partitions. This means that, as in the intra-atomic
case, the differences between the four partitions are mainly
due to the electrons-nucleus interaction. In the interatomic
case,Vne

AB is, thus, the main factor causing the considerable
increase (in absolute value) of the interaction energy,Eint

AB,
in the order QTAM< B-Top < Mod-H < MinDef.

As shown in eq 33,Eint
AB can be decomposed in a classical

(Vcl
AB) and a quantum-mechanical interaction (Vxc

AB). In most
energy decomposition methods (see, for instance, ref 16),
Vcl

AB is identified with the classical electrostatic interaction
between the two fragments of the molecule. Since the
fragment electron densities usually interpenetrate consider-
ably, this is a highly stabilizing interaction on the order of
tens or hundreds of kilocalories per mole. As we can see in
Table 2, the Mod-H and MinDef partitions, based on
interpenetratingatoms, give a negativeVcl

AB value. How-
ever, in the B-Top and QTAM partitions,Vcl

AB is a positive
number. There is nothing contradictory in these results since
it is trivial to show, using elementary electrostatics, that the
classical interaction energy between two strictly nonover-
lapping and neutral distributions of charge, one the specular
image of the other, is positive. The QTAM atoms in
homonuclear diatomics exactly satisfy this condition and,
thus, giveVcl

AB > 0. However,Vcl
AB decreases as the overlap

between both atomic densities increases, eventually becoming
negative. The B-Top partition is one in which this overlap
is not yet so strong as to give a stabilizing electrostatic
interaction energy.

The above arguments lead to the following conclusions
concerning the QTAM partition. Since, in homonuclear
diatomics,Vcl

AB > 0 andEdef
A > 0, as a result of the absence

of charge transfer between both atoms, the interatomic
exchange-correlation termVxc

AB is the only driving force of
binding. As the interatomic overlap increases,Vcl

AB andVxc
AB

become more stabilizing, and the binding in H2 results from
a balance betweenEint

AB and Edef
A , both quantities greater in

absolute value than in the QTAM partition. The delocaliza-
tion indicesδAB in Table 2 increase in the orderδAB(QTAM)
< δAB(B-Top) < δAB(Mod-H) < δAB(MinDef). However,
their values are slightly smaller than 1.0 in all the cases,
which is typical of a single covalent bond. Notice thatδAB

is proportional to the absolute value of the corresponding
interatomic exchange-correlation interactionVxc

AB. Our re-
sults (HF and correlated) in many molecules have shown
that this fact is of general validity, so the pure quantum
mechanical interaction energy is a good chemical indicator
of electron delocalization and of covalency. Moreover,
partitioning methods ofF(r ) based on interpenetrating atomic
densities tend to give covalency indices higher than those
of the QTAM partition.

Several energetic contributions toEbind
A have been plotted

in Figure 3 for a wide range of internuclear H-H distances.
Looking at theEdef

A versusRH-H curves, we observe that
Edef

A is positive in all the partitions, so the interaction of
both atoms has a net energy penalty, as expected. In the
QTAM and B-Top partitions,Edef

A has a very shallow
maximum near 2.5a0, runs through a minimum very near
the equilibrium geometry, and rises very steeply when we

Table 2. CAS[2,2]/6-311G(p) Energy Components
(hartree) for H2 at the Experimental Geometry from
Different Partition Methods of F(r)a

property QTAM Mod-H Becke MinDef

TA 0.5805 0.5805 0.5805 0.5805

Vne
AA -1.2278 -1.1545 -1.2149 -1.1150

Vee
AA 0.1628 0.1590 0.1614 0.1581

Vxc
AA -0.2367 -0.2083 -0.2299 -0.1968

VC
AA 0.3995 0.3673 0.3913 0.3549

VX
AA -0.1988 -0.1818 -0.1945 -0.1753

Vcorr
AA -0.0378 -0.0265 -0.0354 -0.0216

∆TA 0.0807 0.0807 0.0807 0.0807

∆Vne
A -0.2282 -0.1549 -0.2153 -0.1154

∆Vee
A 0.1628 0.1590 0.1614 0.1581

Enet
A -0.4844 -0.4150 -0.4730 -0.3764

Edef
A 0.0154 0.0848 0.0268 0.1234

Vne
AB -0.5976 -0.6708 -0.6104 -0.7104

Vee
AB 0.2994 0.3069 0.3021 0.3088

Vcl
AB 0.0423 -0.0398 0.0329 -0.0942

Vxc
AB -0.2244 -0.2811 -0.2379 -0.3040

δAB 0.8334 0.9082 0.8502 0.9406

VC
AB 0.5238 0.5880 0.5399 0.6127

VX
AB -0.2523 -0.2863 -0.2608 -0.2993

Vcorr
AB 0.0279 0.0052 0.0230 -0.0046

Eint
AB -0.1821 -0.3209 -0.2050 -0.3982

Ebind
b -0.1514 -0.1514 -0.1513 -0.1514

a ∆XA ) XA(H2) - XA(H vac). Labels Becke, MinDef, Mod-H, and
QTAM have been defined in the text. b The analytical value computed
with eq 31 from the total atomic and molecular energies given by the
gamess code is -0.1515 hartree.
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compress the molecule in excess. However, in the Mod-H
and MinDef partitions,Edef

A increases continuously when
both atoms approach each other. Moreover,Edef

A at the
equilibrium geometry is very small in the QTAM and B-Top
partitions [9.7 (QTAM) and 16.8 (B-Top) kcal/mol]. These
numbers should be compared with the correspondingEnet

A

values [-304.0 (QTAM) and-296.8 (B-Top) kcal/mol].
There is, thus, a clear difference between the QTAM/B-Top
and Mod-H/MinDef hydrogen atoms: While QTAM and
B-Top hydrogen atoms in the H2 molecule have almost the
same energy that they have in vacuo, Mod-H and MinDef
hydrogen atoms in the H2 molecule are highly destabilized
with respect to the isolated state. As a consequence, QTAM
and B-Top binding energy curves follow faithfully those of
the interaction; that is, a slight increase in deformation energy
is traded for a large interaction energy.

Even more interesting is the fact that, from infinity to
almost the equilibrium geometry, the interaction energy in
the QTAM and B-Top partitions is practically dominated
by the pure quantum mechanical interactionVxc

AB, the clas-
sical interactionVcl

AB being almost negligible in that regime
of RH-H distances. As we can see in Figure 3, the overall
picture in the Mod-H and MinDef partitions is rather
different. In these two cases, the binding energy curve results
from the sum of two strongly attractive curves (Vxc

AB and
Vcl

AB) and a strongly repulsive one (Edef
A ). It is interesting to

remark, however, that in all the cases the intercenter
exchange-correlation energy,Vxc

AB, is dominated by the
exchange part, which we have to understand here in the sense

of Heitler-London resonance energy, and that the intercenter
correlation energy,Vcorr

AB , is rather small (almost negligible
in the Mod-H and MinDef partitions). Besides this,Vcorr

AB at
the equilibrium geometry is a destabilizing contribution in
all but the MinDef partition.

C. Energy Partition in N 2. We analyze in this subsection
the results of our energy partition methods in the N2

molecule. The more significant energy components for N2

at the theoretical equilibrium geometry are gathered in Table
3 (as in H2, the Becke and B-Top partitions are equivalent).
This molecule, as any homonuclear diatomic, lacks electron
charge transfer between the atoms. Each of the intra-atomic
energy contributions refers, then, to the same number of
electrons that a nitrogen atom has in vacuo and can, thus,
be compared with its corresponding isolated value. The
numbers in Table 3 give us a picture that seems to be a scaled
counterpart of that of the H2 molecule. In N2, however, the
overall numerical error in the integration is considerably
larger than in H2. Here, the binding energy computed through
eq 32 is 0.4 (QTAM), 4.3 (Mod-H), 3.6 (B-Top), and 4.5
(MinDef) mhartree larger than the analytical value obtained
through eq 31. In the Mod-H, B-Top, and MinDef partitions,
this error is necessarily associated with the nuclear attraction
and electron repulsion energies since the total kinetic energy
in these schemes (T ) 2TA ) 109.1352 hartree) reproduces
with four decimal figures the exactgamessvalue (Tanalytical

) 109.135 238 hartree).
As in that molecule, the different behavior of the four

energy partitions in N2 can also be understood in terms of

Figure 3. CAS[2,2]/6-311G(p) energy components for H2 as a function of the internuclear distance. MinDef and Mod-H are the
results using the Rico et al. and the modified Hirshfeld partitioning schemes, respectively. The insets show the splitting of Vxc

into exchange (x) and correlation (corr) contributions.
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the form exhibited by the atomic densities of both nitrogen
atoms. The interpenetration of these densities increases in
the order QTAM < B-Top < Mod-H < MinDef. Cor-
respondingly, the absolute values of all the intra-atomic
energy components increase in the opposite sense. The
atomic deformation energy,Edef

A , in the QTAM partition is
about 38 kcal/mol. This is a small number and amounts to
only 0.11 of the net atomic energy. However, the Mod-H
and MinDef partitions give unreasonable deformation ener-
gies (258 and 333 kcal/mol, respectively). Again, the B-Top
partition, with a deformation energy equal to 135 kcal/mol,
gives an intermediate result. From these numbers, it seems
that one can only recognize the nitrogen atom in the QTAM
partition.

As in H2, B-Top atomic densities do not interpenetrate
sufficiently as to give a negativeVcl

AB value. However,
Mod-H and MinDef partitions give a strongly stabilizing
classical interaction. In this sense, they are similar to other
energy partition methods based on interpenetrating frag-
ments.16 Furthermore, the classical interaction energy, except
in the B-Top partition, is not a small contribution to the total
interaction energy,Eint

AB. This result contrasts with that
observed in H2, where most of the interaction was due to
the exchange-correlation term,Vxc

AB.
The energy partition in N2 has been performed in a range

of N-N internuclear distances going from 1.2 to 3.6a0. Most
of the comments concerning H2 are also pertinent in N2, and
we have, thus, omitted the figure for brevity. From 1.8 up
to 3.6 a0, the atomic deformation energy is practically flat
in the QTAM partition, whereas it continuously increases
asRN-N decreases in the other partitions, particularly in the
Mod-H and MinDef partitions. The absolute value of the
classical interaction,Vcl

AB, is always repulsive (attractive)

and decreases withRN-N in the QTAM (Mod-H and MinDef)
partition(s). In the B-Top partition, its behavior is very similar
to that found in the QTAM partition, althoughVcl

AB becomes
slightly attractive forRN-N distances larger than 2.4a0.
Similarly, the total interaction energy,Eint

AB, displays a
minimum in the QTAM and B-Top partitions while it
decreases abruptly and monotonically in the Mod-H and
MinDef partitions whenRN-N decreases. Moreover, atRN-N

distances close to the equilibrium, theEint
AB andEbind

AB curves
do not differ too much in the QTAM partition, whereas they
differ greatly in the Mod-H and MinDef partitions.

In summary, we have found that, as in H2, the QTAM
partition is again the one best preserving the atomic identity
in passing from the isolated atom to the molecule, followed
by the B-Top, Mod-H, and MinDef partitions. Binding in
the Mod-H and MinDef partitions arises, thus, as a conse-
quence of a very delicate interplay of large (effective intra-
atomic and interatomic) magnitudes, whereas in the B-Top
and (more notably) QTAM partitions, it results from an
interaction energy slightly contaminated by the intra-atomic
destabilizing deformation energy term. Preliminary results
in other homonuclear diatomics indicate that this general
conclusion is valid as well.

D. Energy Partition in LiH. Let us turn to the LiH
molecule. Its more relevant results at the experimental
geometry are collected in Table 4. The error in the numerical
integrations within the Mod-H, B-Top, and MinDef partitions
is rather small (∼0.0-0.1 mhartree), while it is considerably
larger in the QTAM partition (∼1.1 mhartree). The total
kinetic energy (T) is 8.0119, 8.0118, 8.0118, and 8.0118
hartree in the QTAM, B-Top, Mod-H, and MinDef partitions,
respectively. These numbers agree very well with the exact
value (8.011874 hartree). It should be stressed, however, that
T is shared between the Li and H atoms rather differently in
the four schemes. For instance,TH (QTAM) ) 0.6405
hartree, whileTH takes the values 0.6249, 0.5482, and 0.7362
hartree in the B-Top, Mod-H, and MinDef partitions,
respectively. Given the good agreement betweenT (QTAM)
and the exactT value, it is clear that, in the QTAM partition,
the 1.1 mhartree error inEbind is due to numerical errors in
the integration of the nuclear attraction and electron repulsion
energies, as it happened in the N2 molecule within the B-Top,
Mod-H, and MinDef schemes.

The QTAM partition predicts that LiH is highly ionic, with
atomic charges close to nominal ones. On the contrary, in
the Mod-H partition, this molecule presents a relatively low
ionicity, while the B-Top and MinDef partitions give
intermediate results.

The rationalization of the deformation energy is not as
easy as in homonuclear diatomics as a result of the electron
density transfer from Li to H. Nevertheless, it is still possible
to do some qualitative reasoning about its value and behavior.
If the total charge of an atom would remain unchanged when
it enters into a molecule,Edef

A would be strictly positive
because of the variational principle. However, in heterodi-
atomics, one must take into account the change inEdef

A due
to the CT prior to considering the term coming from the
exclusive deformation of the density. In LiH, the Li atom
loses a fraction (f) of an electron (different depending on

Table 3. CAS[10,10]/TZV(d) Energy Components
(hartree) for N2 at the Theoretical Equilibrium Geometry
from Different Partition Methods of F(r)

property QTAM Mod-H B-Top MinDef

TA 54.5673 54.5676 54.5676 54.5676

Vne
AA -129.6517 -128.9735 -129.3203 -128.7652

Vee
AA 20.7465 20.4185 20.5689 20.3293

Vxc
AA -6.3427 -6.2174 -6.2701 -6.1876

VC
AA 27.0892 26.6359 26.8390 26.5169

VX
AA -6.0927 -6.0019 -6.0422 -5.9823

Vcorr
AA -0.2501 -0.2155 -0.2279 -0.2053

Enet
A -54.3379 -53.9873 -54.1838 -53.8682

Edef
A 0.0609 0.4114 0.2149 0.5305

Vne
AB -21.9580 -22.6375 -22.2906 -22.8458

Vee
AB 20.0432 20.7051 20.4036 20.8837

Vcl
AB 0.2216 -0.2253 0.0627 -0.4039

Vxc
AB -0.6730 -0.9232 -0.8190 -0.9827

δAB 1.9395 2.2929 2.1583 2.3729

VC
AB 20.7163 21.6284 21.2226 21.8664

Eint
AB -0.4514 -1.1485 -0.7563 -1.3866

Ebind
a -0.3297 -0.3258 -0.3265 -0.3256

a The analytical value computed with eq 31 from the total atomic
and molecular energies given by the gamess code is -0.3301 hartree.
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the partition) and the H atom gains that fraction of an
electron. Consequently, we expect that the CT contribution
to Edef

Li will be positive and on the order off × IP, where IP
is the ionization potential of Li.

Using theQLi values of Table 4 and the experimental IP
of Li, we obtain forEdef

Li (CT) the values (in hartrees) 0.1747
(QTAM), 0.1387 (B-Top), 0.0797 (Mod-H), and 0.1327
(MinDef). The QTAM and B-Top numbers are reasonably
close to (and smaller than) the corresponding total energy
deformation values, which seems to indicate that, for Li in
these two partitions, the CT effect is dominant over the effect
as a result of the intrinsic charge density deformation. On
the other hand, the approximationEdef

Li (CT) ) f × IP is even
qualitatively wrong in the MinDef partition, for this number
is greater thanEdef

Li . Concerning the H atom, sinceEdef
H (CT)

has to be negative whereas theEdef
H value due to the

intrinsic charge density deformation has to be positive, both
quantities tend to cancel out and one should expect small
total Edef

H values. The numbers in Table 4 confirm this result
except in the MinDef partition, whereEdef

H is too great. This
is due to the kinetic energy of this atom in this partition, as
shown by the∆TH value in Table 4.

Other remarkable facts relative to the intra-atomic com-
ponents are the following. Most of the exchange-correlation
energy is, in fact, exchange. It is interesting to remark that
Vcorr

HH is considerably larger (absolute value) thanVcorr
LiLi . As

corresponds to a positive charge for Li and a negative charge
for H, ∆Vne

LiLi > 0, whereas∆Vne
HH < 0. The contrary

happens for the electron-electron repulsion; that is,∆Vee
LiLi

< 0, while ∆Vee
HH > 0.

We finally analyze the interatomic energies. We observe
in Table 4 that most of the classical electrostatic energy,
Vcl

LiH, can be recovered from just the point-charge term,QLi

× QH/RLi-H. The rest of the classical interaction,23 which
collects the classical multipolar (other than charge-charge)
and overlap (in the sense of ref 24) contributions, is positive
in the QTAM and B-Top partitions but negative in the
Mod-H and MinDef partitions. The exchange-correlation
term, Vxc

LiH, correlates very well with the delocalization
index, δLiH, and is very similar to the pure exchange
contribution,VX

LiH. The interatomic correlation energy,Vcorr
LiH

(as it also happened with the intra-atomic ones), is thus very
small, in agreement with conventional wisdom. We must
notice that the relative contribution ofVcl

LiH andVxc
LiH to the

total interaction energy,Eint
LiH, is very different in the four

partitions. Thus, QTAM and, to a smaller degree, B-Top
agree with the traditional image of ionic bonding (large and
negative classical interaction with small positive contributions
from overlap repulsion, here, corresponding toEdef). Fur-
thermore,Eint

LiH also differs considerably in the four cases,
and in the MinDef partition, this quantity is noticeably more
negative than in the other three. Finally, since the binding
energy, Ebind

LiH , is the same in all the cases (except for
numerical errors in the integrations), it is clear thatEint

LiH and
Edef

Li + Edef
H contribute toEbind

LiH in a rather different form in
the four partitions.

IV. Summary and Conclusions
A molecular energy decomposition scheme based on the Li
and Parr26 partition of the nondiagonal first-order and
diagonal second-order density matrices is proposed, which
splits the total energy into intra-atomic and interatomic
components. The method can be applied with both single-
determinant (HF) or multideterminant wave functions, is
independent of the details concerning the determination of
the molecular wave function, and can deal equally well with
different partitions of the electron densityF(r ) into atomic
contributions. Several of these partitions ofF(r ), including
the one based on the atoms provided by the quantum theory
of atoms in molecules,23 have been numerically explored by
computing the energy components of H2, N2, and LiH
molecules.

In H2 and N2, where electron charge transfer is absent,
we have found that the relative values of the different intra-
atomic and interatomic energy components are almost
exclusively determined by the shape of each atomic density.
Nonoverlapping atomic densities tend to give (absolute value)
smaller intra-atomic and interatomic energy components than
overlapping densities. The larger the overlap, the more
difficult it is to recognize the original (i.e., isolated state)

Table 4. CAS[2,2]//6-311G(p) Energy Components for LiH
at the Experimental Geometry from Different Partition
Methods of F(r)a

properties QTAM Mod-H B-Top MinDef

QLi 0.8912 0.4067 0.7076 0.6768

∆TLi -0.0608 0.0314 -0.0453 -0.1566

∆Vee
LiLi -0.4756 -0.1648 -0.3449 -0.3754

∆Vne
LiLi 0.7248 0.3036 0.5450 0.6508

Vxc
LiLi -1.6632 -1.6865 -1.6653 -1.6314

VX
LiLi -1.6626 -1.6805 -1.6624 -1.6293

Vcorr
LiLi -0.0006 -0.0060 -0.0029 -0.0021

Edef
Li 0.1883 0.1702 0.1548 0.1187

QH -0.8907 -0.4062 -0.7074 -0.6763

∆TH 0.1407 0.0484 0.1251 0.2364

∆Vee
HH 0.4054 0.2598 0.3532 0.3459

∆Vne
HH -0.5255 -0.3241 -0.4642 -0.4224

Vxc
HH -0.4671 -0.3232 -0.4146 -0.3808

VX
HH -0.4231 -0.2825 -0.3713 -0.3406

Vcorr
HH -0.0440 -0.0407 -0.0433 -0.0401

Edef
H 0.0205 -0.0159 0.0141 0.1599

Vne
LiH -1.8056 -1.3846 -1.6261 -1.7317

Vne
HLi -0.7006 -1.3846 -0.7620 -1.7317

Vee
LiH 1.2285 1.0623 1.1493 1.1868

Vcl
LiH -0.2394 -0.0651 -0.1499 -0.1919

QLiQH/RLi-H -0.2673 -0.0551 -0.1669 -0.1526

Vxc
LiH -0.0383 -0.1591 -0.0889 -0.1567

VX
LiH -0.0377 -0.1605 -0.0897 -0.1536

Vcorr
LiH -0.0007 0.0014 0.0009 -0.0030

Eint
LiH -0.2777 -0.2243 -0.2388 -0.3486

Ebind
b -0.0689 -0.0699 -0.0699 -0.0700

δLiH 0.2274 0.8002 0.5128 0.6919
a Atomic units are used throughout. b The analytical value com-

puted with eq 31 from the total atomic and molecular energies given
by the gamess code is -0.0700 hartree.
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atoms within molecules. In this sense, the QTAM partition,
discussed in full detail in ref 23 for a representative set of
molecules, is specially useful, for it provides a very appealing
picture of chemical binding: atoms, relatively unchanged
with respect to their in vacuo states, simply interact to form
the molecule. In this partition, the atomic deformation energy
is, thus, relatively small. Moreover, the large exchange-
correlation interaction is the only one responsible for binding,
since the total classical interaction is overall repulsive and,
consequently, tends to destabilize the molecule. The image
provided by the QTAM partition is certainly close to that
successfully used over the years in semiempirical atomistic
simulations,44-46 in which the atomic self-energies are
assumed to be approximately constant and the focus is put
on the interatomic energies. Energy partitions based on
strongly interpenetrating atoms tend to destroy this conven-
tional image, as the final value of the total binding energy
is the consequence of a delicate balance between intra-atomic
and interatomic interactions, both of them considerably larger
than the binding energy itself. We are currently applying
the present energy partition method using several partitions
of F(r ) to other homonuclear diatomics. We do not expect,
however, to arrive to conclusions qualitatively different from
those obtained in H2 and N2 molecules.

Concerning heteronuclear diatomics, the atom loosing
charge has a positive and large deformation energy regardless
of the partition used. This is due to both its loss of electron
population and the intrinsic deformation of its atomic density
with respect to the isolated state. Since both effects tend to
cancel out in the negatively charged atom, it usually (but
not always) has an absolute value of the deformation energy
smaller than that of the positively charged atom. Contrary
to homonuclear diatomics, the classical interaction energy
plays a stabilizing role in the binding. Moreover, in all the
partitions, most of this interaction corresponds to the point-
charge interaction. The image of binding in homonuclear
diatomics, almost exclusively due to the quantum-mechanical
exchange-correlation interaction, is no longer valid. Here,
both the classical and the pure quantum-mechanical com-
ponents are relevant in understanding the binding.

Because of the existence of charge-transfer effects, a
detailed comparison of the energy components obtained with
different partition schemes ofF(r ) in heteronuclear diatomics
and molecules with more that two atoms is considerably more
difficult than in homonuclear diatomics. To deepen our
knowledge about this comparison, we are currently working
on developing a sensible method to split the energy
components (both intra- and interatomic) into two different
contributions: a first one due to charge-transfer effects and
a second one due to the intrinsic deformation of each atomic
density.
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Abstract: All three hydrolysis reactions of the anticancer drug cisplatin, cis-[Pt(NH3)2Cl2],

including the acidity constants (pKa) of the aqua complexes have been compared using a

combined density functional theory (DFT) and continuum dielectric model (CDM) approach. The

calculations predict very similar activation barriers (25-27 kcal/mol) and reaction free energies

(0-2 kcal/mol) for each of the three hydrolysis reactions. The predicted relative free energies

of both Pt(II) and Ru(II) anticancer complexes agree well with available experimental values.

However, our calculated data strongly disagree with several recent computational studies that

predicted the second and third hydrolysis to be thermodynamically highly unfavorable and thus

would have ruled out the involvement of cis-[Pt(NH3)2(OH2)2]2+ and cis-[Pt(NH3)2(OH2)(OH)]+

in the mode of action of the drug. This controversy can be resolved by the fact that former

computational predictions of activation and reaction free energies in solution were based on

second-shell reactant adducts and product adducts, which are the correct endpoints of the

intrinsic reaction coordinate in vacuo but artifacts in aqueous solution.

Objective
Aiming to predict potentially active species in the mode of
action of the anticancer drug cisplatin (cis-[Pt(NH3)2Cl2]),1

many quantum chemical studies have focused on the hy-
drolysis of one or both platinum-chloro bonds of the drug
(Figure 1).2-4 Most computational work arrived at the
conclusion that both the second2i and third2j hydrolysis are
strongly endothermic and thus neithercis-[Pt(NH3)2(OH2)2]2+

norcis-[Pt(NH3)2(OH2)(OH)]+ are involved in the anticancer
activity of cisplatin. Such conclusions are traditionally2b,c

based on the calculated energy of the transition state (TS)
and a product adduct (PA) relative to the energy of a reactant
adduct (RA). In RA and PA, a water molecule and chloride,
respectively, are located in the second coordination shell of
the metal (Figure 2). Because the intrinsic reaction coordi-
nate5 calculated in vacuo does end at such adducts and the
activation barriers reported in most papers appear to be in
good agreement with experimental values, recent studies on

cisplatin hydrolysis and related reactions in aqueous solution
have uncritically inherited this strategy.

To compare for the first time all three hydrolysis reactions
of cisplatin including the acidity constants (pKa) of the aqua
complexes, we have performed a combined density functional

* Corresponding author e-mail: kai.lau@phys.chem.ethz.ch (J.K.-
C.L.) and metals-in-medicine@phys.chem.ethz.ch (D.V.D.).

Figure 1. Cisplatin hydrolysis.
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theory (DFT) and continuum dielectric model (CDM) study.
Our calculations suggest second-shell adducts to be artifacts
from the calculations in vacuo, calling for a critical reas-
sessment of former computational results.

Results and Discussion
Figure 2a displays the calculated reaction profile at the
B3LYP level6,7 for thefirst hydrolysisof cisplatin, including
the separated reactants (R), the reactant adduct (RA), the

transition state (TS), the product adduct (PA), and the
separated products (P). The energy of the TS relative to the
reactants (R) increases by 8 kcal/mol when instead of a
common double-ú basis set (red) a triple-ú basis set is used
(green), indicating that the values reported in some former
works are altered by severe basis-set superposition errors.
Entropic corrections at room temperature (purple) increase
the relative energy of RA, TS, and PA by 10 kcal/mol.
Consideration of solvation free energies (blue) with Poisson-
Boltzmann calculations decreases the reaction free energy
from 119 to 1 kcal/mol and increases the free energy of RA
from 2 to 6 kcal/mol.8 Hence, the reactant adduct (RA) would
be predicted in solution to be significantly less stable than
the separated reactants (R), casting doubt on the physical
basis of taking RA as the reference state. Note that a Car-
Parrinello study with a larger number of explicit solvent
molecules did not give evidence for such adducts,9 i.e., the
attacking water molecule comes from bulk solution.

The calculated activation free energy (Figure 2a, blue) for
the first hydrolysis (30 kcal/mol) relative to the separated
reactants (R) is larger than experimental values (24 kcal/
mol).10,11 We believe that the continuum dielectric models
do not properly consider the changes of solvation entropy
in bimolecular reactions. According to Wertz and others,12

various molecules lose a constant fraction (∼0.5) of their
entropy, when they are dissolved in water. Therefore, the
solvation entropy of each species including that of the TS
may be assumed to be half of the entropy in vacuo with the
opposite sign. With this empirical correction (Figure 2a,
black),13 the predicted activation barrier (25 kcal/mol) is in
good agreement with the experimental values. Furthermore,
the reactant adduct (RA) is now (Figure 2a, black) ap-
proximately as stable as the separated reactants (R). This
result is very convincing, because RA and R represent the
same metal complex dissolved in water. Note that the
experimental activation barrier would be reproduced as well
by a poor approach (red) that (i) uses inappropriately the
reactant adducts (RA) as the reference, (ii) suffers from basis-
set superposition errors, (iii) neglects entropic corrections,
and (iv) neglects solvation effects.

Analogous calculations for thesecond hydrolysis(Figure
2b, black) arrive at relative free energies for the reactants
(set to 0), TS (25 kcal/mol), and products (2 kcal/mol) that
are remarkably similar to those of the first hydrolysis step.
In contrast, the second hydrolysis reaction would have been
predicted to be 12 kcal/mol endothermic, if the reactant
adduct (RA) and product adduct (PA) had been taken into
account (Figure 2b, blue, dashed lines). This result would
have suggestedcis-[Pt(NH3)2(OH2)2]2+ not to be involved
at all in the mode of action of cisplatin. Such an interpretation
would have ignored the result that the product adduct (PA)
is 8 kcal/mol less stable than the separated products (P), i.e.,
a fully solvated chloride ion is significantly more stable than
a chloride in the second coordination shell of the aqua
complex.

As an alternative to the second hydrolysis,cis-[Pt(NH3)2-
(OH2)Cl]+ may be deprotonated first, and then the Pt-Cl
bond of cis-[Pt(NH3)2(OH)Cl] may be hydrolyzed, herein
denotedthird hydrolysis(Figure 2c, black). For the third

Figure 2. Calculated reaction profile (in kcal/mol) for the (a)
first, (b) second, and (c) third hydrolysis of cisplatin. Red:
Energies at B3LYP with small basis set in vacuo. Green:
Improved energies with large basis set in vacuo. Purple: Free
energies in vacuo. Blue: Free energies in solution, with
Poisson-Boltzmann calculations. Black: Free energies in
solution, with Poisson-Boltzmann calculations, Wertz cor-
rection included. Dashed lines: Reactant adduct (RA) and
product adduct (PA) are used as a reference in aqueous
solution.
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hydrolysis, we predict an activation free energy (27 kcal/
mol) that is slightly higher than the barriers for the first two
hydrolysis steps, indicating thatcis-[Pt(NH3)2(OH2)(OH)]+

may form more likely via deprotonation of the second
hydrolysis product. The theoretical prediction of the pKa

values of the three aqua complexes of cisplatin14a presented
in Table 1 corroborates the remarkable absolute accuracy of
∼4 kcal/mol of the quantum chemical approach, while the
relative accuracy appears to be even better.

The former unisonous prediction of a strongly endergonic
second and third hydrolysissthe most recent papers sug-
gested reaction free energies of 122i and 8 kcal/mol,2j

respectivelyswould strongly contradict the experimental
detection of diaqua and hydroxo species more than two
decades ago.15 Today it is still controversial whethercis-
[Pt(NH3)2(OH2)2]2+ and cis-[Pt(NH3)2(OH2)(OH)]+ are re-
sponsible for the anticancer activity, in addition tocis-
[Pt(NH3)2(OH2)Cl]+.16 For instance, the rate constants for
the reaction of cisplatin derivatives with GG and AG moieties
of double-stranded oligonucleotides suggest the diaqua
species to be the actually active species.16 The current work
is the first theoretical study on cisplatin hydrolysis that sup-
ports this possibility, together with recent theoretical studies
on the reactivity of cisplatin hydrolysis products with the
nucleobases.17 The question as to whether reactant adducts
play a role in DNA binding remains controversial.17-19 In
this context, it is interesting to note the experimental detection
of weak noncovalent interactions ofcis-[Pt(NH3)2(OH2)2]2+

and oligonucleotides prior to the reaction,20 but their structure
in aqueous solution and their impact on the rates of binding
to DNA in this medium has not yet been clarified.

Computational Details
The geometries of molecules and transition states (TS) were
optimized at the gradient-corrected DFT level using the
3-parameter fit of exchange and correlation functionals of
Becke (B3LYP),6 which includes the correlation functional
of Lee, Yang, and Parr (LYP),7 as implemented in Gaussian
98.21 The LANL2DZ ECP’s22 and valence-basis sets were

used at platinum, and the 6-31G(d,p) basis sets were used at
the other atoms.23 This basis-set combination is denoted II.
Vibrational frequencies were also calculated at B3LYP/II.
The structures reported are either minima (NIMAG) 0) or
transition states (NIMAG) 1) on the potential energy
surfaces. Improved total energies were calculated at the
B3LYP level using the same ECP and valence-basis set at
the metal, but totally uncontracted and augmented with
Frenking’s set of f functions,24 together with the 6-311+G-
(3d) basis sets at chlorine and the 6-311+G(d,p) basis sets
at the other atoms. This basis-set combination is denoted
III +. Activation and reaction free energies (∆Ga, ∆Gr) were
calculated by adding corrections from unscaled zero-point
energy (ZPE), thermal energy, work, and entropy evaluated
at the B3LYP/II level at 298.15 K, 1 atm to the activation
and reaction energies (∆Ea, ∆Er), which were calculated at
the B3LYP/III+//II level. We found a good agreement
between B3LYP and CCSD(T) relative energies (see the
Supporting Information), which is not unexpected.2j,25 Ad-
ditional calculations were performed using the Stuttgart-
Dresden-Bonn ECP26 and improved basis sets,27 which gave
relative energies very similar to those obtained using
LANL2DZ.

Solvation free energiesGsolv
ε of the structures optimized

at the B3LYP/II level were calculated by Poisson-Boltz-
mann (PB)8 calculations with a dielectric constantε of the
dielectric continuum that represents the solvent. The PB
calculations were performed at the B3LYP level using the
LACVP** basis set on platinum, the 6-31+G* basis on
oxygen, and the 6-31G** basis set on the other atoms as
implemented in the Jaguar 5 program package.28 The
continuum boundary in the PB calculations was defined by
a solvent-accessible molecular surface with a set of atomic
radii for H (1.150 Å), C (1.900 Å), N (1.600 Å), O (1.400
Å), S (1.900 Å), Cl (1.974 Å), and Pt (1.377 Å).29 pKa

predictions were carried out using a thermodynamic cycle,30

∆Gε ) ∆G1 + Gsolv
ε(H+) + Gsolv

ε(A-) - Gsolv
ε(A) and

pKa
ε ) ∆Gε/ RTln10, where∆G1 and∆Gε are the reaction

free energies of the reaction, AHf A- + H+, in vacuo and
at a dielectric constantε ) 80.37 for water, respectively,
Gsolv

ε(X) is the solvation free energy of species AH or A-

at ε obtained via PB calculations,R is the ideal gas constant,
and T is the temperature (298.15 K). Experimental values
have been used for the hydration free energyGsolv

ε(X) of
small molecules and ions.31 We believe that continuum
dielectric models do not consider properly the changes of
solvation entropy in bimolecular reactions; comparisons with
experimental values indicate that reactions of platinum
complexes and palladium complexes (unpublished) are
systematically about∼6 kcal/mol too high. According to
Wertz and others,12 various molecules lose a constant fraction
(approximately 0.5) of their entropy, when they are dissolved
in water. All free energies in solution except that of the H+

ion in solution were modified by an entropic term that is
half (0.5) of the entropy in vacuo, with the opposite sign.
This empirical correction has led to predicted pKa values of
platinum aqua complexes as well as reaction and activation
free energies for the hydrolysis of metal complexes that are
in good agreement with experimental values (Table 1).

Table 1. Comparison of Calculated and Experimental
Activation Free Energies (∆Ga; in kcal/mol) and Reaction
Free Energies (∆Gr; in kcal/mol) for the Hydrolysis of
Pt-Cl Bonds Anticancer Complexes and Absolute pKa

Values of the Aqua Complexesa

metal complex calc exp exp ref

cis-[Pt(NH3)2Cl2] ∆Ga 24.9 23.8; 24.1 c; d
cis-[Pt(NH3)2Cl2] ∆Gr 0.1 4.2; 3.6 c; d
cis-[Pt(NH3)2(OH2)Cl]+ ∆Ga 25.3 23.3 d
[Ru(Ar)(en)Cl]+ b ∆Ga 20.7 21.4 b
[Ru(Ar)(en)Cl]+ b ∆Gr 1.1 3.2 b
cis-[Pt(NH3)2(OH2)Cl]+ (pKa1) pKa 7.8 6.41 e
cis-[Pt(NH3)2(OH2)2]2+ (pKa2) pKa 8.3 5.37 e
cis-[Pt(NH3)2(OH2)(OH)]+ (pKa3) pKa 9.5 7.21 e
[Ru(Ar)(en)(OH2)]2+ b pKa 9.8 7.71 b

a A difference of 1 pKa unit reflects a free energy difference of
RTln10 ) 1.36 kcal/mol. b en ) 1,2-diaminoethane. Ar ) η6-benzene
(calc), η6-biphenyl (exp). Reference 14b. c Coe, J. S. MTP Int. Rev.
Sci.: Inorg. Chem., Ser. 2 1974, 45. d Perumareddi, J. R.; Adamson,
A. W. J. Phys. Chem. 1978, 72, 414. e Reference 14a.
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Abstract: Recent advances in molecular dynamics simulations of rare reaction events and

aggregation processes are reviewed. Therein the central focus is dedicated to employing the

transition path sampling method to study reactions in solution. We describe systematic

approaches for generating initial transition pathways and efficient strategies for computationally

feasible exploration of further transition routes. The unprejudiced study of reaction mechanisms

is illustrated for reactions in aqueous solution and other complex systems. Transition path

sampling allows very detailed investigation of solvent effects. Apart from stabilization of reactant,

transition, or product state ensembles, this also includes the role of the solvent as a heat bath

and as a putative reaction partner. The latter issue is of particular importance for reactions in

aqueous solutions, which involve proton-transfer steps that may be assisted by water molecules

via the Grotthuss mechanism.

1. Introduction
Many processes in solution chemistry pose two fundamental
problems to the computational chemist: the need to study
complex simulation models and to overcome large energy
barriers, which separate reactants from product states. Apart
from these limitations, molecular dynamics simulations in
principle appear perfectly suited for the investigation of
reaction mechanisms at the atomistic level of detail.

In large model systems, the computational demand not
only is caused by the evaluation of a specific atomic
arrangement but also is related to the immense configura-
tional manifold arising from the large number of atoms. This
particularly applies to processes, which involve the crossing
of rare intermediate states. Their investigation is complicated
by the need to scan a large number of possible arrangements
in order to find the transition state(s). In molecular dynamics
simulations this implies long ‘waiting’ times, before the event
of interest actually occurs. These waiting periods may easily
exceed the scope even of sophisticated hardware by several

orders of magnitude, hence rendering the observation of
many processes from direct simulation practically impossible.

In an attempt to circumvent this problem, two major
approaches have emerged over the past decades. The most
straightforward ansatz is to enhance the kinetics of rare events
by applying elevated temperature, pressure, or strong super-
concentration of a particular molecular species. While in
principle this strategy helps crossing any reaction barrier,
the stronger the artificial process acceleration is chosen the
more careful the results have to be considered. Excessive
driving may easily lead to the skipping of important
intermediates or even cause the system to follow completely
different mechanistic routes. Similar limitations are related
to the widely used approach of applying external driving
forces. This method is based on the choice of a presumed
reaction coordinate. The desired process is then induced by
artificial potentials or constraints, which are functions of this
coordinate. As a consequence, the mechanistic analysis may
only be given in terms of predefined models of the reaction
coordinate. In principle this limitation may be overcome by
performing several independent investigations based on
various mechanistic models. However in complex systems
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the number of putative mechanistic routes typically is too
large to account for all possibilities.

Recently, Chandler et al. introduced the transition path
sampling (TPS) method for the molecular dynamics simula-
tion of rare events.1,2 This approach concentrates on a
relatively short time interval in which the process of interest
takes place and completely ignores the waiting period
required for its observation from unconstrained simulation.
As a consequence, TPS allows the study of rare events
without artificial driving of the process. Moreover, no
prejudicing of the reaction coordinate is needed, and the
reaction mechanisms may instead be obtained as a result from
the simulations. This makes TPS a very powerful tool for
unbiased mechanistic investigations.

In the past few years, the TPS approach was successfully
applied to a broad spectrum of processes, ranging from
reactions3-17 to conformational rearrangements18-20 and phase
transitions.21-29 In each of these fields TPS allowed to expand
the scope of molecular dynamics simulations. The present
microreview describes how this method can be used for
mechanistic studies of reactions in solution chemistry and
identification of the role of the solvent molecules. This work
was inspired by a series of recent studies, which revealed
new mechanistic insights into reactions and aggregation
processes in solution and demonstrated the ability of TPS
to provide a very detailed picture of the solvent effect.3-16

2. Theory
2.1. Rare Events. Many bond breaking and formation
processes are related to the crossing of large energy barriers,
which separate the meta stable reactant and product states.
For reactions in solution this may apply to both the reactants
and the solvent molecules. The latter issue may be illustrated
at the example of the association of a pair of Na+ and Cl-

ions. In the gas phase the reaction Na+ + Cl- (separate ions)
f Na+‚‚Cl- (contact ion pair) is governed by the Coulomb
attraction and does not exhibit an energy barrier. However,
in aqueous solution the formation of a Na+‚‚Cl- contact ion
pair requires the penetration of solvent spheres. This process
implies breaking and rearrangement of hydrogen bonds,
which is related to an activation energy of about 14 kJ/mol.3

At room temperature this barrier is only around 3kBT,
and one has reasonable chances to observe the reaction to

occur spontaneously within the picosecond to nanosecond
time scale accessible to molecular dynamics simulations.
However, for larger activation energies the ‘waiting times’
needed before the reactive events happen are considerably
larger. A typical scenario of this kind is illustrated in Scheme
1. The plot shows a general order parameterσ, which reflects
a quantitative measure of the reaction progress as a function
of time. (For the association of Na+‚‚Cl- σ may be simply
defined as the interionic distance). When starting a molecular
dynamics simulation from an arbitrarily chosen configuration
of the reaction state (indicated by the X in Scheme 1), the
total time needed to observe the formation of the reaction
products is given as the sum of the waiting period before
the reactive event occurs and the duration of the reactive
event itself.

The larger the reaction barrier, the longer are the observed
waiting times. Like this the simulation time needed for the
reaction to occur may exceed the duration of the reactive
event by several orders of magnitude. The key idea of the
TPS approach is to only focus on the relatively short time
sketchTevent and to largely ignore the waiting time. This
concept is particularly useful for processes, which involve
large energy barriers and imply long waiting times. Though
Twait may be very large, many of such reactions occur on a
femtosecond to picosecond scale, i.e.,Tevent is sufficiently
small to be covered by a molecular dynamics simulation.

While the crossing of high energy barriers accounts for a
large number of rare events, slow processes may also
originate to a diffusive character of the system under
consideration. In an entirely diffusion controlled reaction
Tevent is large, whileTwait is zero. TPS then becomes quite
inefficient, and other methods such as steered molecular
dynamics or free energy sampling approaches are more
suitable.

2.2. Transition Path Sampling in Complex Systems.
While a detailed description of the TPS approach is given
in refs 1, 2, 28, and 29, in this subsection we summarize the
method only briefly and instead focus on more technical
tricks of the trade for applying TPS to complex systems.
The latter are collected from a series of studies dedicated to
reactions in solution and phase transitions.11-13,17,22-24,26

The TPS approach represents an iterative simulation
scheme, for which at least one dynamical pathway of the
rare event is needed as a prerequisite. Systematic ways to
generate such initial trajectories are discussed in section 2.4.
Provided a first trajectory of the rare event is given, we need
to define a quantitative descriptor of the reaction progress
σ, as illustrated in the previous section 2.1. While the optimal
reaction descriptor is of course the reaction coordinate, the
latter is a priori not known. However, it is sufficient to use
just one component of the reaction coordinate for describing
the reaction progress. In contrast to the complete reaction
coordinate, one of its components is typically very easy to
find. In many casesσ is simply chosen as the distance of
two atoms which undergo a bond formation or breaking in
the course of the reaction.

Scheme 1. Illustration of an Order Parameter Plot as a
Function of Timea

a While the system remains for relatively long times in the
metastable reactant (R) and product (P) state regimes, the transition
occurs on a much faster time scale.

Tsimulation) Twait + Tevent
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Starting from an initial reaction pathway further trajectories
are generated in an iterative procedure. For this a snapshot
is taken from the preceding transition pathway, and slight
changes are incorporated. This configuration variation (shoot-
ing) should be considered as a Monte Carlo step and therefore
must be implemented in a manner that the simulation
ensemble is conserved. This may be illustrated at the example
of the microcanonical ensemble, which implies constant total
energy. An easy way to realize such shooting moves is to
keep the atomic positions constant and apply only momentum
changes. Like this the potential energy is constant, and the
conservation of the kinetic energy may be achieved from
velocity rescaling. It should be noted that the momentum
changes must also conserve the total momentum and angular
momentum of the simulation system.

The modified configuration is then propagated in both
directions of time, and the resulting trajectory is checked
for the process of interest. For this purpose the reaction
descriptor σ is used as a quantitative measure for the
identification of pathways which go from the reactant state
regime to a product state or vice versa. In case the desired
event takes place, the new trajectory is chosen for generating
further ones. Harvesting in an iterative manner leads to a
manifold of dynamical pathways, each reflecting a possible
transition route. The sampling of reaction pathways is not
biased from prejudicing the reaction coordinate but instead
relies on a reasonable choice of the reaction descriptor. Since
σ is typically much more safe to guess than all of the
components of the reaction coordinate, TPS may be consid-
ered as an unbiased method for studying reaction mecha-
nisms.

2.3. Ergodicity and Efficient Ways of Sampling Transi-
tion Pathways.One of the most powerful features of TPS
is related to its Monte Carlo type of sampling reactive
trajectories. Once ergodicity is reached, the relevance of a
transition route may be directly concluded from the occur-
rence of corresponding trajectories. For this reason the first
transition pathway does not need to be a favorable one. In
the course of TPS iterations the starting pathway will
converge towards the preferred regions in trajectory space
of reactive events.

As in all Monte Carlo simulations ergodicity of TPS, i.e.,
the knowledge of all reaction routes is often hard to reach.
However, in solution chemistry the primary interest is related
to the identification of the most preferred mechanism, while
unlikely reaction pathways play a much less important role.
Rather than full transition trajectory ergodicity it is therefore
usually sufficient to ensure that TPS has visited the region
of trajectory space corresponding to the most favored reaction
mechanism.

When starting TPS from an initial trajectory which reflects
an unfavorable mechanistic route, it is therefore necessary
to continue the sampling iterations until the Monte Carlo
moves have evolved to the most preferred class of pathways
through the transition state ensemble. In a series of recent
studies we elaborated some tricks of the trade how this
process can be speeded up considerably.17,24,26 To demon-
strate the underlying principles, it is educative to compare
two different ways of sampling transition trajectories as

shown in Scheme 2a,b. The illustration 2a reflects a sampling
run in which the shooting moves were chosen within a short
time interval compared to the total length of the transition
trajectories. The shooting moves typically represent only
small configuration changes. Only in the course of suf-
ficiently long time propagation such small modifications may
result in large trajectory deviations. This may be seen from
the quite broad sampling of the reactant and product state
regime in illustration 2a. The problematic issue indicated in
Scheme 2a is related to the sampling of intermediate
configurations close to the small time window in which the
shooting is applied. In this region trajectory decorrelation is
rather poor, and the sampling is usually far from ergodicity.
This phenomenon becomes particularly inconvenient if all
shooting moves are incorporated close to the transition state
surface. In this case the trajectory evolution toward the most
favored region of the transition state regime, i.e., the
convergence of pathways to the preferred reaction mechanism
requires a very large number of sampling iterations.

To avoid this limitation, subsequent shooting moves should
be chosen as far as possible from each other. A very efficient
approach of this kind is described in ref 26. In this work,
the shooting moves are only applied at the ends of the
reactive trajectories, i.e. in alternating order in the reactant
and in the product state regime. Sampling in this manner
proved to be very successful for fast trajectory convergence
to the favored mechanistic route. This feature is illustrated
in Scheme 2b. Note that the sampling of the reactant and
product states is quite good, even if the shooting is applied
close to these regions in trajectory space. Indeed, the shooting
moves from the reactant states are used for broad sampling
of the product state regime and vice versa. Like this the ends
of the reaction pathways are changed in alternating order,
while the intermediate sketches are rectified in each of the
TPS iterations.

The use of only two states for shooting furthermore
facilitates the implementation of an automated adjustment
of the shooting parameters, which govern the extent of the
configurational changes in each Monte Carlo move. This
issue may become of considerable importance if reactant and

Scheme 2. Different Types of Sampling Trajectories
Connecting the Reactant (R) and Product (P) State
Regimesa

a a) Shooting moves (o) at close distance imply poor trajectory
decorrelation, though the sampling of R and P appears good. b)
Trajectory modifications are applied in R and P only, resulting in good
sampling of all patches of the reaction pathways.
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product state are separated by a rough free energy landscape
including several barriers and local minima. In such cases
the conventional TPS approach typically yields very low
acceptance probabilities in both stable states. Applying only
small changes during the shooting moves helps increasing
the acceptance ratio, however, at the price of only small
trajectory variation. To find a compromise between low
acceptance ratios and large trajectory modification, we
implemented an automatic procedure for adapting the shoot-
ing moves on-the-fly.26 Therein the shooting parameters are
multiplied by a factor larger than 1 in case of a successful
reactive event and divided by the same number in the
opposite case. After convergence of this procedure this leads
to an average acceptance rate of 50%, which we suggest as
a suitable compromise for computationally efficient explora-
tion of the trajectory space of reactive events.26

While this two-state shooting approach is very suitable
for the investigation of reaction mechanisms, the computation
of rate constants requires a different sampling strategy. The
original TPS scheme as developed by Chandler and co-
workers1,2 provides knowledge of the acceptance ratio as a
function of an order parameter describing the reaction
progress. From this one can calculate the reactive flux and
the net rate constant. A particularly elegant procedure of this
kind is represented by the transition interface sampling
variation of TPS, which was recently introduced by Bolhuis
and co-workers.30,31

Regardless of how the shooting moves are implemented,
the checking of trajectory decorrelation and pathway con-
vergence to the favored reaction route(s) is of vital impor-
tance for a proper mechanistic analysis. For this purpose,
the Lyaponov coefficient represents a quantitative measure
for the investigation of trajectory decorrelation.28 Another
approach is to start TPS from an unfavorable reaction route
and count the number of sampling iterations needed for
trajectory evolution to the most favored reaction mechanism.
A particularly robust convergence check may be achieved
by starting several independent sets of TPS simulations, each
starting from different initial pathways which correspond to
different mechanistic routes.22,24Evolution of all sets of TPS
iterations to the same class of trajectories offers a quite
evident proof of convergence.

Apart from running straightforward TPS iterations, one
may also take use of special sampling techniques established
for enhancing ergodicity in standard Monte Carlo simula-
tions. Examples for such approaches are parallel temper-
ing,28,29 Wang-Landau sampling,32 and biased TPS.17

2.4. Preparation of the Initial Trajectory of a Reactive
Event. In some cases the initial trajectory needed as a
prerequisite for TPS iterations can be prepared by modeling
a putative intermediate from intuition and propagation in both
directions of time. However, for complex processes more
systematic approaches may be much more efficient. We
developed such a strategy, which appears quite flexible and
was successfully applied in a large variety of simulation
studies.13,22-27 As a starting point, a geometric modelGRTP

in real space connecting an arbitrarily chosen reactant to a
product state must be prepared. If sufficient knowledge of a
possible reactant and product state is available,GRTP could

be chosen as simple as a linear interpolation of the related
coordinates. The geometric model should be continuous, such
that each configuration ofGRTP may be specified by a single
interpolation variables.

The search for a trajectory which connects the reactant
and the product state regimes is based on selecting putative
intermediatesGRTP (s) and assigning random velocities. The
velocities should be generated in a way that the resulting
trajectory belongs to the desired simulation ensemble. This
may be critical in the microcanonical ensemble, which
implies Ekin ) Etot - Epot. If GRTP (s) represents a very
unfavorable configuration, the potential energy might be
larger than the desired total energy. For starting from such
classically forbidden points in phase space, one may however
chooseEkin ) 0 and start TPS at a somewhat larger total
energy. In the course of TPS iterations one may then
gradually decreaseEtot to the desired value.

Let us assumes ) 0 in the reactant state regime ands )
1 for the product state region and first investigate the time
propagation of the two configurationsGRTP(s)0) and
GRTP(s)1). When starting a molecular dynamics simulation
from a configuration close to the stable reactant or product
regime, the resulting trajectory typically evolves to the
nearest minimum of the free energy landscape. As this
applies to both directions of time propagation, the related
pathways lead from reactant to reactant states or from product
to product states, respectively. However, by starting from a
putative intermediate with 0< s < 1 a reactive event, i.e.,
a trajectory going from reactants to products or vice versa
may be found. For thissneeds to be chosen sufficiently close
to the intersection ofGRTP (s) and the transition state
ensemble. By means of an interval bisection procedure such
a value fors is usually found within a few iterations.13,22-27

It is useful to prepare several initial trajectories from various
geometric modelsGRTP (s), G′RTP (s), etc., which should
differ considerably from each other (Scheme 3). This allows
starting TPS in different regimes of trajectory spacesideally
at different mechanistic routessto check pathway conver-
gence as discussed in section 2.3. Examples for this approach
are described in detail in refs 17 and 22-25.

It should be stated that a linear interpolation ofall atomic
positions of the reactant and product state configurations may
lead to unphysical intersections. To avoid this problem one
might reduce the interpolation to a few degrees of freedom
like one or two characteristic bond lengths. However, in
many cases the system under consideration is too complex
to formulate a geometric model from intuition. For example
this applies to crystal nucleation from solution, in which only
limited knowledge of the explicit arrangement of the reaction
products is available. The geometric model may then be
prepared from a molecular dynamics run, in which artificial
driving forces are applied to enhance the reaction process.
This may be incorporated by elevated temperature, pressure,
or other thermodynamic driving such as manipulated chemi-
cal potentials. The latter approach was used in our recent
study of NaCl aggregation from aqueous solution.13 Therein
the van der Waals parameters for the ion-water interactions
were changed to lower the solubility of the ions. From this
artificial crystallization trajectory configurations were cut and
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considered as putative intermediatesGRTP (s), where s
reflects the time at which the snapshot was taken.

3. TPS in Solution Chemistry
3.1. System Complexity.The most commonly used picture
of a reaction relies on the existence of a single, well-defined
reactant state. The latter is assumed to be connected to a
single product state via ‘the’ transition state. Processes in
solution however take place in complex systems of high
dimensionality. The reduction of an ensemble of states to a
single point in phase space therefore needs to be considered
with caution. Indeed, even for one of the most simple
reactions in solution, the dissociation of a Na+‚‚Cl- ion pair
in aqueous solution, Chandler and co-workers identified a
manifold of transition states.3,9 On the basis of TPS simula-
tions they generated around 1000 trajectories of this reaction.
The analysis revealed the complexity of the underlying
mechanism and the importance of solvent degrees of freedom
for the understanding of the reaction coordinate.3,9

In a recent work, we investigated the formation of NaCl
aggregates of around 20 ions from an aqueous solution.13

From the study of this complex process a variety of different
ion aggregates was found. In other words, the product state
regime reflects a large area in phase space and may clearly
not be reduced to a single ionic arrangement. This phenom-
enon is related to the interplay of the water molecules and
the ions. In aqueous solution the polar water molecules may
stabilize the ion aggregates by forming H2O‚‚Na+ and
HOH‚‚Cl- bridges (Figure 1), while in the gas phase the
configurational manifold of NaCl clusters of comparable size
is significantly lower.33

3.2. Investigating Reaction Mechanisms and the Tran-
sition State Ensemble.The complexity of the simulation
systems encountered in solution chemistry makes the inves-
tigation of reaction mechanisms difficult yet not entirely

impossible. For reactions in solution the solvent usually plays
an important role and solvent degrees of freedom hence are
part of the reaction coordinate. While the various types of
solvent effects are specified in the next section, we shall first
focus on more technical aspects for identifying reaction
mechanisms and transition states of processes in complex
systems in general.

When analyzing the NaCl aggregates discussed in ref 13,
we identified common features in each of the reaction
pathways. For one of the aggregates this is illustrated in
Figure 1. Roughly in the center of the aggregate a sodium
ion is observed, which exhibits no water molecule in its first
coordination sphere. Instead, it is octahedrally coordinated
by six chloride ions. While the arrangement of the remaining
ions varies considerably, the Na+Cl-6 octahedron forms a
stable core in the aggregates. This motif of the NaCl crystal
structure was found to be a common feature and was
therefore proposed as characteristic for the formation of
stable aggregates of around 20 Na+ and Cl- ions. In more
general terms, we investigated the reactive pathways for
common features and interpreted them as aspects of the
reaction mechanism. This strategy proved quite effective in
a series of studies related to reactions in complex sys-
tems.11-13,17

For the identification of common features in reactive
pathways we recommend to also investigate the trajectories
of failed attempts generated in the course of TPS iterations.
Each of these trajectories was derived from small variations
of a successful reaction pathway. The failed attempts
therefore often represent pathways, in which the reaction
almost took place, but at least one important contribution to
the reaction mechanism was missing. Comparing such
pathways with the trajectories of successful reaction attempts
may help a lot in finding detailed information of the reaction
mechanism. While the main characteristics of the reaction
mechanism are usually easy to observe from the ensemble

Scheme 3. Sampling of Transition Pathways Starting from
an Intermediate Generated from Geometric Modeling
(Dashed Curves)a

a While trajectory 1) might cross the transition state ensemble via
a rather unfavorable configuration, subsequent shooting moves 2),
3), etc. cause pathway evolution towards more preferred reaction
routes.

Figure 1. Na8Cl8 aggregate in aqueous solution as obtained
from TPS molecular dynamics simulations 8. Sodium and
chloride ions are colored in blue and green, respectively. The
sodium ion of the Na+Cl-6 octahedra is highlighted in purple.
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of successful trajectories, contrasting true reaction pathways
to failed attempts is particularly suitable for identifying the
fine details.

The approaches described above should help understanding
reaction mechanisms at least from a qualitative point of view.
Some of the ‘common features’ characterizing the reaction
mechanism may actually be variables that can be clearly
defined and hence used to construct the reaction coordinate.
For examples, this holds for bond distances and angles.
However, for more complex features of the reaction mech-
anism the determination of explicit variables is typically
much more complicated. A very elegant way of performing
a reaction coordinate analysis within an automated scheme
was recently presented by Ma and Dinner.16 In this work a
large set of variables is related to the committor analysis of
the reaction by means of artificial intelligence. Performing
neural network calculations Ma and Dinner succeeded to
isolate a small number of relevant variables which were
demonstrated to be sufficient for describing the C7eq f RR

isomerization of the alanine dipeptide in aqueous solution.16

An important contribution to a deeper understanding of
reaction mechanisms may be provided from exploring the
ensemble of transition states. The underlying committor
analysis is described in detail in refs 1, 2, 28, and 29 and
shall be summarized only briefly here. Following the
definition of Du et al. the transition states represent con-
figurations in real space, whichsafter assigning random
velocitiesswill evolve to either the reactant of product state
regime at equal probability.34 The transition state analysis
may hence be accomplished by the following scheme: for
each reaction pathway a series of snapshots is chosen. For
each of these snapshots{ri}i)1..Natomsa number of may be
100 phase points{ri,Vi} i)1..Natomsis prepared by combining
the atomic positionsri with different setsj of random
velocities Vi(j) generated in accordance to the desired
simulation ensemble. Then the time propagation of each
configuration{ri,Vi(j)} is investigated from molecular dy-
namics simulations. The different velocity setsj provide a
statistical estimate of the probabilitypR of {ri} to evolve to
the reactant state regime. The manifold of transition states

comprises all configurations{ri} with pR({ri}) ) 0.5. It
should be noted that a single reaction pathway may cross
the transition state ensemble several times before connecting
the reactant and the product state regimes.

3.3. The Solvent Effect.Depending on the simulation
system the solvent may be involved in different ways in the
reaction process. The most direct role the solvent can play
is that of apossible reactant. A prominent example for this
issue is given by proton transfer reactions in aqueous
solution. Therein the water molecules may act as proton
donors and acceptors. Moreover, protons may be transported
along the hydrogen-bonded network of water molecules via
a Grotthuss type mechanism. The importance of this phe-
nomenon for the autodissociation of water was recently
demonstrated from TPS Car-Parrinello molecular dynamics
simulations.6 The direct formation of an H3O+‚‚HO- contact
ion pair is disfavored by the strong tendency of recombining
the separated charges.35 Instead, the dissociation involves
multiple proton-transfer steps resulting in oxonium and
hydroxide ions, which are separated by several coordination
spheres. The overall reaction hence reads H2O + n‚H2O +
H2O h H3O+ + n‚H2O + OH- (with ng3 andn)3 in Figure
2a). To stabilize the right-hand side of Figure 2a the hydrogen
bonded chain connecting the separated charges must be
broken (Figure 2b). As a consequence, water dissociation
not only implies the formation of a specific solvent arrange-
ment to favor the forward reaction but also requires the
dissociation of the assisting chain of hydrogen bridged water
molecules to avoid back-reaction. An analogous picture was
recently observed for the rate-determining step in acid-
catalyzed amide hydrolysis in aqueous solution.11 Therein a
water molecule performs a nucleophilic attack on the amide
bond by adding an OH- group to the amide and transferring
a proton to the solvent. Contrasting reactive trajectories and
failed attempts, we found that the formation of stable reaction
products requires further proton-transfer steps leading to H+

migration to the aqueous solvent. This process occurs in the
same way as observed in the water dissociation reaction: The
proton migration is assisted by a hydrogen-bonded chain of
several water molecules, which must be disconnected after

Figure 2. a. First step of the water autodissociation as observed from TPS Car-Parrinello molecular dynamics simulations 4.
The formation of an H3O+‚‚OH- contact ion pair is avoided by multiple proton-transfer steps resulting in charge separation over
several water molecules. b. The hydrogen bonded chain of water molecules, which allowed fast OH- and H+ transport, is broken.
This prevents the fast recombination of the separated charges.
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the reaction took place in order to avoid immediate back-
reaction. This phenomenon might play an important role in
acid/base reactions in aqueous solutions in general and clearly
should be considered in mechanistic studies of such pro-
cesses.

A less obvious yet important solvent effect observed for
reactions in solution is related todifferent energetic and/or
entropic faVoring of the reactant, transition, or product state
ensemble. For polar solvents, this phenomenon mainly
accounts for the Coulomb interaction of the reacting mol-
ecules and the embedding media. This type of solvent effect
is often modeled by an electrostatic continuum approach.
However, for charge transfer reactions such as the autodis-
sociation of water described above, the fluctuations of the
electric field induced by the solvent are of key importance.
Spontaneously formed solvent arrangements may trigger the
reaction by lowering the reaction barrier or even fully biasing
the reacting system in favor of a product state.

While simulation studies based on static approaches can
only identify correlations of specific solvent arrangements
and the reaction process, TPS molecular dynamics simula-
tions allow the investigation of a time-resolved picture.
Impressive examples for such studies were presented by
Chandler and co-workers, who investigated the flux of water
molecules during the dissociation of NaCl ion pairs3,9 and
the role of solvent fluctuations in the water autoionization
process.6

A purely kinetic aspect of the solvent effect is reflected
by its role as aheat bath. Reactions, which require the
crossing of energetically disfavored intermediates, imply the
accumulation of sufficient kinetic energy to allow the system
to overcome the energy barrier. Before the reaction takes
place, the system must therefore ‘focus’ kinetic energy to
the reaction coordinate degree of freedom. This usually
occurs at the cost of perpendicular modes. This effect may
be illustrated from our recent study of helium insertion into
a C60 buckyball.12 Instead of a polar solvent, which would
predominantly interact via Coulomb forces, this simulation
model comprised of a box of 1000 helium atoms mimicking
an autoclave scenario. Prior to the penetration of the C60 by
a helium atom, we observed a series of collisions in the gas
atmosphere. These collisions occur in such a way that the
momentum of one of the helium atoms increases at the cost
of the kinetic energy of the other. In the successful reaction
attempts, this process accumulated sufficient kinetic energy
on a single helium atom and directed its momentum toward
the buckyball molecule, such that the helium crossed the
insertion barrier.

The helium atom, which penetrates the C60, was observed
to use almost all of its kinetic energy for overcoming the
potential energy barrier. However, after crossing the transi-
tion state, the helium atom regains kinetic energy when
approaching the product state. This kinetic energy is suf-
ficiently high to allow recrossing of the potential energy
barrier and must therefore be dissipated to other degrees of
freedom to avoid immediate back-reaction. Indeed, some of
the failed reaction attempts exhibited a helium insertion,

followed by reflection at the inner wall of the buckyball
molecule and expulsion in opposite direction of the insertion
route.

4. Conclusions
We reviewed a series of molecular dynamics studies of
reactions in solution using the TPS approach. Typically,
reactions in solution are complex, and their investigation may
particularly benefit from the advantages of the TPS simula-
tion scheme. Therein the mechanistic study can be based on
a manifold of reaction pathways and a series of trajectories
related to failed attempts. Contrasting both classes of
pathways offers very profound insights into the reaction
dynamics including the role of the solvent molecules. The
solvent effect may be rated to several phenomena including
catalytic functions, energetic, and/or entropic favoring and
the role of a heat bath.

TPS may be combined to all variations of molecular
dynamics simulations, including classical,3-5,7,9,13,15,16mixed
quantum/classical,10,12,17and ab initio6,8,11,14approaches. The
study of reactions in solution typically requires including a
large number of solvent molecules to the simulation model
and therefore implies considerable computational efforts. A
series of tricks of the trade collected from several recent
studies of rare events in complex systems is summarized and
discussed in detail.
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Abstract: Potentials of mean force (PMFs) of salt bridge formation between oppositely charged

amino acid side chains were calculated both in explicit solvent and in a Generalized Born (GB)

continuum solvent model to quantify the potential overstabilization of side chain ion pairs in GB

relative to explicit solvation. These show that salt bridges are too stable by as much as 3-4

kcal/mol in the GB solvent models that we tested, consistent with previously reported observations

of significantly different structural ensembles in GB models and explicit solvent for proteins

containing ionizable groups. We thus investigated a simple empirical correction, wherein the

intrinsic GB radii of hydrogen atoms bound to charged nitrogen atoms are reduced, effectively

increasing the desolvation penalty of the positively charged groups. The thermodynamics of

salt bridge formation were considerably improved, as exemplified by the close match of the

corrected GB PMF to the reference explicit solvent PMF, and more significantly by our ability to

closely reproduce the experimental temperature melting profile of the TC5b Trp-cage miniprotein,

which is otherwise highly distorted by prevalent non-native salt bridges when using standard

GB parameters.

Introduction
One of the greatest challenges in the application of computa-
tion techniques to biological systems is the accurate deter-
mination of protein and RNA three-dimensional structures.
The native structure of proteins is maintained at the edge of
thermodynamic stability, the free energy of unfolding being
in the range of a few kcal/mol. A dominant contributor to
stability is the hydrophobic effect, but other important
stabilizing factors include van der Waals interactions,
hydrogen bonds, and electrostatic interactions, notably salt

bridges.1-3 However, with the stability of salt bridges, i.e.,
the net balance of favorable Coulombic interactions between
opposite charges and their costly desolvation as well as the
extent of their involvement in native state stabilization remain
ambiguous.4-9 Nevertheless, salt bridges have been linked
to the thermal stability of hyperthermophilic proteins.1,10-15

Molecular simulations have proven to be valuable tools
for probing the various interactions that define the protein
native state and characterize possible folding pathways
toward it.16 Recently, continuum solvent simulations17-22

have become popular alternatives to their more computa-
tionally demanding explicit solvent counterparts, as their lack
of solvent friction increases conformational transition rates
significantly,23-31 allowing for faster sampling of the con-
figurational space. Furthermore, because continuum solvent
models implicitly average over the water and counterion
distributions, this averaging does not need to be done by
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the simulation itself which leads to considerable simplifica-
tion when calculating thermodynamic properties.32 Last, some
macroscopic solvent properties, such as dielectric effects, are
difficult to reproduce accurately with explicit solvation.33 The
ability to build these into implicit solvent descriptions may
actually give them some advantage for certain kinds of
simulations.

Due to its computational efficiency, the Generalized Born
(GB) implicit solvent model34-36 has become a popular
choice to accelerate molecular dynamics (MD) simulations
and to study large scale conformational transitions. However,
this model lacks structural water features and has been
reported to yield higher fluctuations than explicit solvent
simulations.37 To some extent, this might be a consequence
of the improved conformational sampling, which lets the
simulation more quickly find non-native structures that are
energetically favored by the particular force field. But it also
seems likely that current GB models do not have as good a
balance between protein-protein and protein-solvent in-
teractions as do the more widely tested explicit solvent
models. More particularly, we38 and others39-42 have ob-
served that salt bridges were frequently too stable in the GB
implicit water model, causing salt bridged conformations to
be oversampled in MD simulations, thus altering the
thermodynamics and kinetics of folding for small peptides.
A clear illustration was given by Zhou and Berne,40 who
sampled the C-terminalâ-hairpin of protein G (GB1) with
both a surface-GB (SGB)43 continuum model and explicit
solvent using a replica-exchange molecular dynamics
(REMD)44 protocol. The lowest free energy state with SGB
was significantly different from the lowest free energy state
in explicit solvent, with incorrect salt bridges formed at the
core of the peptide, in place of hydrophobic contacts. Zhou
extended this study on GB1 by examining several force field-
GB model combinations,39 with all GB models showing
erroneous salt-bridges. Nevertheless, as the MD simulation
community envisions characterizing entire folding landscapes
and pathways, implicit solvent models such as GB could be
beneficial in supplementing the more slowly converging
explicit models but should be devoid of structural bias in
order to maintain comparable levels of accuracy.

In this study, the Potential of Mean Force (PMF) of salt
bridge formation is calculated for two residues in a solvated
protein environment. Masunov and Lazaridis45 performed
similar calculations on isolated side-chain pairs in coplanar
monodirectional approaches and concluded that CHARMM
GB46 matches the explicit solvent contact minimum energy
to within 1 kcal/mol for both the Arg+‚‚‚Glu- and Lys+‚‚‚Glu-

pairs. In our case, comparing salt bridge PMFs obtained
either in the GBHCT model47-50 of AMBER or TIP3P explicit
water51 confirms the excessive strength of salt bridges in this
GB model and offers a way to assess its parametrization. A
simple empirical change in the assignment of dielectric radii
for hydrogen atoms of charged protein groups is investigated
and shown to significantly improve the GB PMF of our test
salt bridge system. This parameter change is further examined
on a range of control systems by comparison to explicit
solvent and experimental data.

Methods
All calculations were performed using the AMBER suite of
programs,52 versions 7 and 8, with the ff99 force field53

modified to improve agreement with ab initio relative
energies of alanine tetrapeptide conformations (frcmod.mod-
_phipsi.1).38,54 The Trp-cage simulations employed an op-
timized version of this force field, refit to also reproduce ab
initio relative energies of the Gly tetrapepide.55

Bonds involving hydrogen atoms were constrained using
the SHAKE algorithm,56 and a 2 fsintegration time step was
adopted. Explicit solvent simulations were performed with
the TIP3P water model,51 widely popular for its computa-
tional simplicity and near-experimental bulk permittivity.33,57-59

The Fab 17/9 (PDB ID:1HIL60) H3 loop fragment and the
small helical peptides were placed in truncated octahedral
boxes with respectively 5 or 6 Å minimum buffer clearance
from the solute.

The Particle Mesh Ewald61-64 (PME) treatment of long-
range electrostatics was used with a direct space cutoff of 8
Å in constant pressure simulations at 1 bar. Implicit solvent
runs employed the GBHCT model47,49,50with modified Bondi
radii65 and no cutoff. Radii reductions in GBHCT were further
applied to hydrogen atoms bonded to nitrogens of N2 and
N3 AMBER types,66 as in Arg, Lys, and charged N-terminal
groups.

In the PMF calculations, the varied reaction coordinate
was the distance between the carboxyl carbon of the acidic
side chain (Cγ in Asp, Cδ in Glu) and either Nú of Lys or
Cú of Arg, the geometric center of the ionized guanido group.
In all cases, the backbone atoms were positionally restrained
with sufficient force to prevent significant conformational
changes (1 kcal/mol‚Å2 force constant for the Fab 17/9 H3
loop, 10 kcal/mol‚Å2 for the test helical peptides). All PMFs
were calculated using Umbrella Sampling (US)67 with the
reaction coordinate constrained to a narrow range by ap-
plication of a harmonic biasing potentialV(r) ) kumb(r -
r0)2. US windows were centered every 0.5 Å of the coordinate
range (3-11.5 Å) and a 1 ns MD run wasperformed for
each. Umbrella potentials withkumb ) 10 kcal/Å2 were
applied in all windows, to enforce continuous sampling of
high-energy regions. The biased frequency distributions were
converted to free energies using the WHAM method,68 as
implemented by Roux.69 Additional windows were placed
at 3.25, 3.75, 4.25, 4.75, 5.25, 5.75 Å for TIP3P simulations,
to improve sampling of the barrier region. Data from the
first 200 ps of each window were discarded.

To extensively explore the conformational space of the
TC5b miniprotein (NLYIQWLKDGGPSSGRPPPS) in the
GBHCT solvent model, we employed replica-exchange mo-
lecular dynamics simulations (REMD44,70) as implemented
in AMBER 8. TC5b was modeled in its zwitterionic form,
with ionizable residues in their expected ionization state at
pH ) 7, for a total of 304 atoms. The 267-715.7 K
temperature range was covered using 16 replicas (267.0,
285.1, 304.5, 325.2, 347.3, 370.9, 396.1, 423.0, 451.8, 482.4,
515.2, 550.2, 587.6, 627.5, 670.2, 715.7 K), resulting in
average exchange acceptance probabilities in the 22-32%
range. Exchanges were attempted, and replica conformations
were recorded every 500 MD steps (1 ps).
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After a 9 ns thermal equilibration period, data were ac-
cumulated for 50 ns for each temperature. In GBHCT with
standard HN+ radii (1.3 Å), the salt bridge strength hampered
sampling, and REMD runs were extended to 92 ns in an
effort to achieve reasonable convergence.

The Berendsen temperature coupling scheme71 was applied
with a 0.1 ps heat bath coupling constant for all replicas (1
ps for non-REMD simulations). To test the influence of this
particular thermostat, the GBHCT PMF profile shown in
Figure 4 was recalculated using Langevin dynamics and
collision frequency of 1 ps-1. The profile remained essentially
unchanged, with a maximum deviation of∼0.5 kcal/mol
from that obtained using Berendsen coupling.

Lower bound estimates of the sampling uncertainty and
convergence of our simulation protocols were derived by
splitting data sets in half and comparing individual half-
length averages to the full-length values.

Results and Discussion
Unstable Behavior of the 17/9 Anti-Influenza Fab H3
Loop in GB Simulations. In the course of our research on
loop structure modeling,72,73our attention focused on the H3

Figure 1. Root-mean-square deviation (RMSD, Å) of Fab 17/9 H3 loop backbone heavy atoms and salt bridge distance (Arg97

Cú-Glu100 Cδ, Å) as a function of simulation time, in different conditions at 300 K: (a) GBHCT from native, (b) GBHCT with uncharged
Arg97 and Glu100 side chains from native, (c) TIP3P explicit solvent simulation from salt bridge conformation, and (d) TIP3P from
native. The RMSD fit to the X-ray conformation is performed over the restrained, nonloop atoms of the fragment. Relative potential
energy values, window averaged over 25 ps, are also reported for implicit solvent simulations in kcal/mol. The backbone transition
and concomitant salt bridge formation in GBHCT, not observed with neutralized side chains or explicit solvent, induce a 14 kcal/
mol reduction in potential energy.

Figure 2. Fab 17/9 H3 loop in native conformation (N),
transient intermediate state with inverted Tyr98 ψ and Asp99

φ dihedral angles (I), and stable salt bridged conformation with
bidentate H-bond (SB), taken from a standard GBHCT simula-
tion. Loop backbone heavy atoms are colored yellow, while
selected side chains are colored by element. H-bonds are
indicated by dashed orange lines.

Figure 3. Fab 17/9 antibody Arg97‚‚‚Glu100 ion pair PMF as
a function of the intercharged groups distance (Arg97 Cú-
Glu100 Cδ), at 300 K. The GBHCT PMF overestimates the
contact ion pair stability by as much as ∼4 kcal/mol. The loop
backbone conformation is restrained in the SB state (Figure
2). Error bars on both curves estimate the sampling error and
were derived by separately considering the first or the second
half of the data set.
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CDR loop of the 17/9 anti-influenza antibody.60 In prelimi-
nary GBHCT MD simulations, its experimentally determined
native structure appeared highly unstable, with backbone
transitions of nearly 1 Å RMSD magnitude occurring within
a few nanoseconds (Figure 1a). This seems unlikely to be
attributable to a poorly refined experimental structure, since
the 1HIL structure was solved at a reasonable 2.0 Å
resolution, and the H3 loop under study is rather well defined,
with maximum backbone and side-chain atomic B-factors
of 22.08 and 44.82 Å2, respectively. Nevertheless, this loop
incorporates intrinsic flexibility as revealed by crystal-
lography studies that indicate substantial loop rearrangement
occurs upon binding to a nonapeptide antigen.60

The H3 loop and its surroundings incorporate numerous
charged residues, and during simulation, the flexible Arg97

side chain (the Kabat antibody sequence numbering conven-
tion74 is followed throughout this paper) associates with
Glu100, thereby irreversibly shifting the backbone in a bent
non-native conformation (Figure 2). This transformation
happens through an intermediate where Tyr98 and Asp99, at
the tip of the loop, have simultaneously undergone backbone
conformational transitions (Figure 2), yet maintaining the
hydrogen bond observed between the Arg97 and Tyr98 side
chains in the native state. Rapidly following, the last step of
this transformation is the conversion of Arg97 from a
polyproline II to a left-handedR-helix conformation, simul-
taneous to salt bridge formation (Figure 2). This last step
generates a∼14 kcal/mol drop in potential energy, which
effectively locks the loop in the non-native conformation.

Artificially neutralizing both the Arg97 and Glu100 side
chains prevented this behavior (Figure 1b), clearly suggesting
the electrostatic nature of the phenomenon, and in particular
an imbalance between GB desolvation energy and Coulombic
attraction. This control run also evidenced that backbone
parameters alone are not responsible for the observed
conformational transition.

Even more intriguing was the fact that a TIP3P/PME
explicit solvent simulation initiated from the salt-bridged
structure saw opening of the Arg97‚‚‚Glu100 ion pair (Figure
1c). However, this was not accompanied by rearrangement

of the backbone back to the X-ray conformation during the
10 ns, a process assumed to be slow in explicit solvent. The
native loop conformation was also stable throughout a 10
ns TIP3P/PME run started from the X-ray structure, with
no salt bridge formation observed (Figure 1d).

PMFs as Measures of GB Deviation from Explicit
Solvent Behavior. Owing to the difficulty of directly
comparing simulations with experimental salt bridge stability
data, mostly of mutational origin, explicit water simulations
were chosen as our reference for evaluating the PMF profile
of the Fab 17/9 H3 loop Arg97‚‚‚Glu100 salt bridge in GB.
As no computationally tractable modelsespecially not the
rigid nonpolarizable model used heresis presently able to
correctly reproduce all experimental properties of water,33

we do not expect to accurately reproduce experimental ion
pair behavior. However, the inclusion of solvent molecularity
provides a significantly less crude approach than the ad hoc
GB model and is used here for consistency with previously
published ion pair solvation studies.45,75-80

PMFs were obtained in GBHCT and TIP3P explicit solvent
using umbrella sampling67 along the interside-chain distance,
with the loop backbone restrained in the SB conformation
(Figure 2). The resulting TIP3P profile (Figure 3) consists
of a series of well-defined minima: the contact ion pair (CIP)
at 3.9 Å, corresponding to the free energy minimum, is
accompanied by two solvent-separated ion pair (SSIP)
minima at 6.4 Å and 8.2 Å, corresponding to the insertion
of one or two TIP3P molecules in the interside-chain
volume.76,81 Qualitatively, the overall shape of the PMF is
in good agreement with that reported by Lazaridis for an
isolated Arg+‚‚‚Glu- pair in a coplanar monodirectional
approach.45 Quantitatively, however, our method yields a
barrier height of 6 kcal/mol for going from the CIP to the
first SSIP in TIP3P, while the PMF they reported for the
isolated Arg+‚‚‚Glu- ion pair in the coplanar, double
H-bonded approach presents a 7.7 kcal/mol barrier to escape
the contact minimum.45 This slight difference is readily
justified by the different solvent exposure levels, approach
geometries (cf. Figure 4a,b of ref 45), and presence of a very
polar environment around the Fab 17/9 ion pair, with the
possibility for Arg97 to also interact with Glu96. Gruia et al.
similarly calculated the potential of mean force of the Arg105‚
‚‚Glu135salt bridge on the surface of truncated Staphylococcal
nuclease (Snase∆), after observing in explicit water molec-
ular dynamics simulations that breaking this salt bridge was
the rate limiting step of the early unfolding transition.82,83

Using umbrella sampling, they measured a∼7 kcal/mol
transition barrier height for breaking the contact minimum
of the two charged side chains.

In contrast to the TIP3P profile, the GBHCT salt bridge
PMF shows no depiction of the various SSIPs and grossly
overestimates the TIP3P CIP-SSIP energy difference by 3.8
kcal/mol. The activation energy barrier to breaking the salt
bridge is also overestimated by almost 2 kcal/mol, providing
clear direct evidence for our hypothesis that salt bridges were
too stable in this GB model.

The manifestly insufficient desolvation penalty experi-
enced by the salt bridge in GBHCT prompted us to reexamine

Figure 4. Potentials of mean force for the Fab 17/9 H3 loop
Arg97‚‚‚Glu100 ion pair in different solvent models, at 300 K.
The distance coordinate is measured between Cú of Arg97

and Cδ of Glu100.
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the parametrization of this GB solvent model and in particular
its handling of cationic protein side chains.

GB Model Parametrization and Rationale for Reduced
HN+ Radii. The original Born model computes the electro-
static reversible work required to move a charged sphere from
a vacuum environment into a continuous high dielectric
region. The result is proportional to the square of the charge
and inversely proportional to the size of the ion.84 These ideas
were extended to the case of nonspherical solutes in the
generalized Born theory,34,35which evaluates the electrostatic
component of the solvation free energy in the following way:

fGB is designed to interpolate between an effective Born
radiusRi at short interatomic distancerij, andrij itself at long
distances. Various functional forms are possible forfGB, but
AMBER employs the analytically differentiable one origi-
nally proposed by Still et al.:35

The effective Born radiusRi corresponds to the radius that
would return the electrostatic energy of the system using the
original Born equation if all atomsj * i in the solute were
uncharged. Therefore,Ri reflects the degree of burial of
atomic chargeqi from the solute-solvent dielectric boundary.

The computation of effective radii in the particular AMBER
GB model discussed here (GBHCT)49,50 follows the pairwise
descreening approximation (PDA) of Hawkins et al.,47,48

wherein the molecule is described as a set of atomic spheres
of radii Fi (eq 3). The corresponding volume integrals can
be calculated analytically even when spheresi andj overlap,
following eq 13 in ref 47. An additional atom-dependent
screening parameterSi is required in order to avoid over-
counting overlap volume between two or more neighboring
spheresj, leading to eq 4 which relates all atomic input
parameters

with

Although many combinations ofSi, Ri, andboffset could be
used, the GBHCT model of AMBER employs screening
parameters from the TINKER molecular modeling package85

and Bondi radii65 slightly modified for hydrogen atoms, to
reflect their bonding environment (Table 1).49,50The original
boffset value of 0.09 Å, suggested by Still et al.35 is employed
for GB simulations of proteins in AMBER.

Reparametrization of GBHCT for Improved Handling
of Ionic Interactions. To correct the stability of the native
Fab 17/9 H3 loop conformation, we reasoned that smaller
effective GB radii for atoms involved in the salt bridge would
increase their desolvation penalty, thus balancing an other-

wise dominating Coulombic attraction. Intuitively, formally
charged nitrogens can be seen as having increased electrone-
gativity relative to uncharged nitrogens. This should translate
in hydrogen atoms bonded to them (HN+ atoms) being
assigned smaller dielectric radii than HN atoms, following
the suggestion by Tsui and Case that hydrogen GB radii
should decrease with increasing electronegativity of their
bonding partner.49 This reasoning is further substantiated by
the lower electron density around H atoms in the ammonium
ion, relative to ammonia (14% decrease, based on HF/6-
31+G* calculations; data not shown). Radii reductions were
applied only to hydrogens bonded to nitrogens of N2 and
N3 AMBER types,66 as found in Arg, Lys, and charged
N-terminal residues. His protons were not considered, thus
far, as their involvement in ionic pairs is less frequent86,87

and generally weak.45 Reducing only the radii of HN+ atoms
also does not greatly affect the overall protein solvation
energy (<8% in our tests), while specifically weakening the
ion pair. Interestingly, similar ad hoc corrections have been
recently proposed by both the Levy and Honig groups, in
which additional dielectric screening is applied to oxygen
and nitrogen atoms of formally charged groups either through
eq 242 or eq 4.88

The GBHCT salt bridge PMF profiles are very sensitive to
the choice of HN+ radii applied, as a 0.1 Å decrease in radius
can produce up to a 3 kcal/mol decrease in stability (Figure
4). Both 1.3 Å and 1.2 Å HN+ radii (the standard values in
AMBER 750 and 649 GBHCT) overestimate the TIP3P salt
bridge stability by as much as 3.8 and 2.4 kcal/mol,
respectively. A 3.8 kcal/mol free energy error by itself is on
the same order of magnitude as the folding free energies at
room temperature2 and can have profound consequences on
the stability of the ion pair and the structural arrangement
of residues around it. In comparison, the 1.1 Å profile
adequately captures the energy difference between CIP and
SSIP, while the intermediate 1.15 Å HN+ radii profile comes
close to reproducing the CIPfSSIP barrier height, under-
estimating it by 0.5 kcal/mol. All GB PMFs lack the solvent-
separated minima observed with explicit solvent models,
resulting in an absence of barrier to salt bridge formation.
This limitation of GB, typical of continuum solvent models,45

stems from the omission of solvent molecularity and is only
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Table 1. Parameter Sets Used in the Various AMBER GB
Implementationsa

atom
Ri, GBHCT

AMBER649
Ri, GBHCT

AMBER7,850 Si
85

HC 1.3 1.3 0.85
HN 1.2 1.3 0.85
HO 0.8 0.8 0.85
HS 0.8 0.8 0.85
C 1.7 1.7 0.72
N 1.55 1.55 0.79
O 1.5 1.5 0.85
F 1.5 1.5 0.88
P 1.85 1.85 0.86
S 1.8 1.8 0.96

a The superscript on H atoms indicates the heavy atom to which it
is bound. The HN Ri value was increased in AMBER7 to stabilize
Watson-Crick hydrogen bonds in a 10-base pair DNA duplex.50
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addressed in more computationally intensive implicit models
such as the RISM formalism,89-92 molecular surface area-
based solvent models,93,94 or specifically parametrized PB
models.95,96Employing the recently developed GBOBC model
of Onufriev, Bashford, and Case (model II in ref 97) with
their suggested Bondi radii65 modified only for HN atoms
(1.3 Å instead of 1.2 Å) also produced an improved salt
bridge profile relative to standard GBHCT, with the PMF
underestimating the CIPfSSIP barrier height by 0.5 kcal/
mol and overestimating the stabilities of the SSIPs by 0.8
kcal/mol (data not shown, PMF nearly identical to GBHCT

HN+ ) 1.15 Å in Figure 4). As it seems impossible for a
simple PDA-based GB model with no depiction of solvent
discreteness to capture both the barrier height and the CIP-
SSIP energy difference, it seems reasonable to think that GB
models should prioritize the correct reproduction of the CIP-
SSIP energy gap over the barrier height, since in the absence
of solvent discreteness, salt bridge formation is a barrierless
downhill process and accurate kinetic behavior cannot be
reproduced.

Dynamics were run on the Fab 17/9 H3 loop with HN+

radii set to 1.1 Å (Figure 5a), and while the native state could
be maintained for an extended period of time (>8ns), the
NfSB conversion observed in standard GBHCT still occurs.
Because of computational limitations, we could not run a
significantly longer or several independent simulations on
this system, which would be necessary to fully characterize
its kinetic behavior. Yet, a simulation initiated from the SB
conformation showed repeated openings of the ion pair, but
those events were too transient (<0.5 ns) to allow the loop
backbone to relax back to the native conformation (Figure
5c). In contrast, simulations of the SB conformation con-
ducted with the standard radii showed no reopening of the
salt bridge (data not shown). Also encouraging was the
reduced 10 kcal/mol energy drop accompanying the NfSB
transition, down from 14 kcal/mol in standard GBHCT (Figure
1a). This energy difference matches the 4-5 kcal/mol free
energy correction visible in the GBHCT 1.1 salt bridge PMF,
relative to standard GBHCT, and suggests that additional
factors are also responsible for the excessive stability of Fab
17/9 H3 loop non-native conformations. In the following,
we take a more systematic approach that is less reliant on

backbone parametrization in order to characterize the influ-
ence of HN+ GB radii on native state stability.

Validation of Radii Modifications on Test Peptides.To
assess the relevance of our radii reduction to other systems,
including lysine side chains, we studied the PMFs of side-
chain ion pairs in small Ala-rich hexapeptides restrained in
R-helical conformations. Oppositely charged side chains were
spaced oneR-helix turn apart (i,i+4) to create favorable salt-
bridge orientations (Figure 6).98,99For these simple systems,
a stronger positional restraint (10 kcal/mol force constant)
was necessary to maintain the backbone in a fully helical
conformation.

These exposed salt bridges (Figure 6) displayed markedly
reduced stabilities, compared to the Fab 17/9 H3 loop ion
pair, due to the absence of a second interacting anionic side
chain and the large conformational entropy of the opened
state.100 In particular, the (i+4) E,R ion pair, directly
comparable to the Fab 17/9 H3 loop ion pair, shows only a
1.2 kcal/mol barrier in TIP3P explicit solvent. This is
accompanied by a∼4 kcal/mol decrease in the CIP-SSIP
relative stability from the corresponding pair in Fab 17/9.
The same qualitative trend is followed by the GB PMFs,
with standard GBHCT still overestimating the stability of the
CIP by 2-2.5 kcal/mol, while GBHCT 1.1 falls in close
agreement with the TIP3P profile. This improvement sug-
gests that the HN+ radii reduction empirically parametrized
on the Fab 17/9 salt bridge can be advantageously transferred
to other Arg+‚‚‚Glu- ion pair geometries.

As observed by Masunov and Lazaridis,45 the Lys+‚‚‚Glu-

PMFs tend to be less pronounced, with GB PMFs following,
if not accentuating this trend. The discrepancy in interaction
energy between GBHCT and TIP3P only fluctuates between
0.7 and 1.6 kcal/mol here, while GBHCT 1.1 falls within 0.5
kcal/mol of the explicit solvent result. This suggests that the
GB radii adjustment, while not as crucial as in the stronger
Arg+‚‚‚Glu- pair, still has the potential to improve the
energetics of the Lys+‚‚‚Glu- pair appreciably.

Thermodynamical Behavior of the Trp-Cage Minipro-
tein. As the Fab 17/9 H3 loop native conformation instability
appeared to be a coupled salt bridge/backbone problem, we
focused our validation effort on Trp-cage TC5b, a minipro-
tein whose fold has been successfully predicted using long

Figure 5. GBHCT simulations of the Fab 17/9 H3 loop with 1.1 Å HN+ radii at 300 K, initiated from the X-ray (a) or SB conformations
(b). Even with reduced HN+ radii, the X-ray loop conformation converts to SB with a 10 kcal/mol decrease in potential energy.
The salt bridge, however, reopens transiently in the SB simulation. (c) Simulation from the SB state with neutralized Arg97 and
Glu100 side chains and 1.1 Å HN+ radii. Uncharging the salt bridging side chains effectively breaks the salt bridge, but the backbone
does not relax back to the native conformation.
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molecular dynamics simulations in implicit solvent,38 and
for which experimental thermodynamic data are available.101

Even with long MD simulations, there is no assurance that
the thermodynamical behavior of protein chains has been
sampled to convergence, as some conformational barriers
are simply too high to cross on computationally accessible
time scales at room temperature. Therefore, we turned to
generalized ensemble techniques to evaluate the effect of
our GB correction on the thermal stability of charged residue-
bearing proteins. However, even generalized ensemble
methods such as REMD44 can require long simulation times
to converge, that is why we focused our attention on the
TC5b miniprotein construct, a small model (304 atoms), with
proteinlike features: a stable fold including tertiary structure
and well-defined two state folding kinetics.101,102The TC5b
construct features an Arg+‚‚‚Asp- i/i+7 ion pair purposely
introduced during the original protein design to generate a
stabilizing salt bridge between these positions101 (Figure 7a).
An E5Q mutation was further introduced to avoid forming
an unfavorable EXXXD like-charge interaction in theR-heli-
cal N-terminal segment of the construct.

Although our lab and others have performed folding
simulations of TC5b to near NMR conformations and
submitted close to experimental folding rate values,38,103,104

because of sampling and potential energy accuracy issues,
it has proven more challenging to reproduce its full ther-
modynamic characteristics and in particular experimental
melting profiles. The free energy landscape of folding for
TC5b has been previously explored by all-atom REMD
simulations both in explicit solvent with OPLS-AA105 by
Zhou106 and implicit solvent using GBHCT and the AMBER
ff9466 force field by Pitera and Swope.41 Both of these studies
predicted significantly higher melting temperatures than the
experimental value of 315 K (440 K in TIP3P,∼400 K in
the GB study), raising legitimate doubt about the ability of
these force-field/solvation model combinations, parametrized
for near-room temperatures, to model temperature-dependent
behavior. Additionally, in the implicit solvent study, distorted
hydrogen-bonding patterns in solvent-exposed regions of the

miniprotein were found to cause the largest deviations from
the experimental NMR restraints.41

Two REMD simulations were performed on the TC5b

Figure 6. Potentials of mean force of salt bridge formation for the Ac-AEAAARA-NH2 (left) and Ac-AEAAAKA-NH2 (right) helical
peptides in various solvent models at 300 K. Error bars correspond to separately considering the first or the second half of the
data set.

Figure 7. Trp-cage TC5b. (a) Reference NMR structure
(model 1 of PDB entry 1L2Y). (b) 267K GBHCT 1.1 REMD
global free energy minimum, exhibiting most nativelike fea-
tures (1.8 Å 3-18 RMSD). (c) 267 K standard GBHCT REMD
global minimum and (d) second-lowest free energy minimum,
both adopting distorted conformations (2.8 and 3.7 Å 3-18
backbone RMSD, respectively) with multiple salt bridges, not
seen in the NMR set. At this temperature in standard GBHCT,
the near-NMR ensemble is 1 kcal/mol higher in free energy
than the global minimum. The protein backbone is shown in
tube representation colored by residue secondary structure
type (R: purple, 310: pink, turn: cyan, coil: white), while Trp-
cage motif residue side chains are shown colored as in ref
101: Tyr3 (orange), Trp6 (magenta), Pro12 (red), Pro17 (black),
Pro18 (green), Pro19 (blue). Salt bridge forming side chains
are colored by atom. H-bonds between ionized side chains
are indicated by orange dotted line.
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construct: one in GBHCT with the standard radii of AMBER8
(modified Bondi50), and another with HN+ radii set to 1.1 Å,
as found optimal for the reproduction of the TIP3P salt bridge
PMF in the 17/9 antibody H3 loop study. The simulations
covered an extensive temperature range (267-715.7 K) to
ensure that high energy barriers did not prevent exhaustive
conformational sampling.

Figure 8 shows the TC5b free energy landscapes at various
temperatures projected on 2D contour maps using as reaction
coordinates the RMSD of backbone heavy atoms in residues
3-18 (corresponding to the well-defined region of the 1L2Y
NMR ensemble, with model #1 as reference) and the Asp9

Cδ-Arg16 Cú salt bridge distance, to highlight the impor-
tance of this ion pair in determining the overall structure of
the miniprotein. The lowest free energy basin in standard
GBHCT at 267 K (the replica temperature nearest to 0°C,
where experimentally the folded fraction is maximal101)
comprises only non-native conformations, with a global
minimum at 2.8 Å 3-18 RMSD (Figure 7c) and an almost
equiprobable (∆G ∼ 0.13 kcal/mol) other minimum at 3.7
Å (Figure 7d). Cluster analysis on the structures comprising
this unfolded basin reveals dominant, enthalpically favored
ionic networks involving nearly all formally charged moieties
of the miniprotein (C-terminal carboxylate, Lys8, Asp9)

clustering around Arg16 (Figure 7c,d). Once again, these
formations underline the insufficient desolvation penalty
incurred by charged groups in the standard GBHCT model,
as the NMR ensemble shows only one such ionic interac-
tion: the Asp9‚‚‚Arg16 salt bridge. In addition, the Arg16 side
chain is not well resolved by the NMR assignment,38

suggesting ample conformational freedom, incompatible with
the rigid and thermodynamically stable ionic networks
observed in Figure 7c,d.

At 267 K, while the folded region (RMSD< 2.5 Å) is 1
kcal/mol higher in free energy than the global minimum in
standard GBHCT, it is the lowest free energy basin in GBHCT

1.1, with a free energy minimum at 1.8 Å RMSD and 4.5 Å
salt bridge distance. Structures in this basin still display most
of the features of the TC5b native fold: a 2-8 helix (mainly
R-helical, according to DSSP107) and a second helical
segment between residues 11 and 14, with equal proportions
of 310- and R-helical conformations. As a representative
structure of the GBHCT 1.1 267 K free energy minimum
ensemble shows (Figure 7b), the largest deviation from the
NMR reference conformation (Figure 7a) occurs between
the 310-helix and the C-terminal polyproline II segment at
Ser14 and the flexible Gly15, inducing a slight shift in the
location of the polyproline II helix. Nevertheless, the key

Figure 8. Two-dimensional free energy maps in kcal/mol from REMD data. Top row: GBHCT replicas at 267 K (left) and 304.5
K (right). Bottom row: GBHCT 1.1 replicas at corresponding temperatures. The Asp9‚‚‚Arg16 salt bridge is present in nearly all
GBHCT conformations, while it is observed to break more frequently in GBHCT 1.1, particularly for non-native conformations. The
average salt bridge distance is shorter in the non-native conformations favored by GBHCT. The folded ensemble, which is not the
lowest energy basin at 267 K for standard GBHCT, becomes progressively more stable with rising temperature in GBHCT.
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hydrophobic cage motif remains well preserved, with Tyr3,
Trp6, Pro12, Pro18, and Pro19 clustering nearly as well as in
the NMR models. As in the NMR models, the Asp9‚‚‚Arg16

salt bridge is present, while the Lys8 side chain is fully
solvent exposed and does not take part in intramolecular ionic
interactions.

Interestingly, in standard GBHCT, the salt bridge distance
distribution is shifted toward longer distances by almost 0.5
Å in the low RMSD ensemble, reflecting the preferential
formation of a monodentate H-bond in the near-NMR
ensemble ion pair (Figure 7b), while in distorted low free
energy structures, a bidentate interaction is favored by the
recruitment of Lys8 in the ionic network (Figure 7c,d). The
relative stability of these distorted low-energy structures
quickly decreases with temperature, since already at 304.5
K, the properly folded ensemble is more stable by 0.08 kcal/
mol. However, the most striking difference between the two
GB parameter sets lies in the composition of their respective
non-native ensembles.

Salt bridge formation PMFs were calculated at 304.5 K
from the GB1.3 and GB1.1 REMD populations and com-
pared to one derived from a short (26 ns) REMD in TIP3P
explicit solvent started from the NMR-derived conformation
(Figure 9a). This simulation time is sufficient to effectively
sample salt bridge distances in the folded state. More details
on this explicit solvent REMD simulation will be published
elsewhere. The GBHCT 1.1 salt bridge PMF for the native
ensemble shows much improved agreement with its TIP3P
counterpart, as it marginally overestimates the SSIP stability
by ∼0.7 kcal/mol, while standard GBHCT overestimates it
by as much as∼2.7 kcal/mol.

To follow the influence of ion pair strength on the overall
stability of the TC5b miniprotein, we calculated the stability
contribution of the salt bridge to the folding free energy,
∆∆GF, defined as the difference in free energy of folding of
the protein with and without the salt bridge.108 This quantity

corresponds to the free energy difference between forming
the salt bridge in the folded and unfolded states:

Therefore, assuming REMD generates a converged ther-
modynamic ensemble at each of the replica temperatures,
∆∆GF was calculated for all REMD temperatures by

wherepU andpF stand for the unfolded and folded fractions
in the absence or presence of the Asp9‚‚‚Arg16 salt bridge
(nosb and sb superscripts, respectively). An RMSD cutoff
of 2.5 Å was adopted to define the folded state as it clearly
corresponds to the peak of the barrier between native and
non-native basins in the 2D PMFs (Figure 8). We defined
salt bridged states as having an Asp9 Cγ-Arg16 Cú distance
e5.5 Å. This value corresponds approximately to the peak
of the CIPfSSIP transition barrier in the explicit solvent
salt bridge PMF (Figure 9a).

Figure 9b simultaneously shows∆∆GF and the overall
folding free energy,∆GF, for both the standard GBHCT and
GBHCT 1.1 REMD simulations. At 304.5 K, the salt bridge
stabilization of the folded state is∼1.4 kcal/mol in GBHCT

and∼1.8 kcal/mol in GBHCT 1.1, well within the range of
experimentally observed values.109

At low temperatures, the Asp9‚‚‚Arg16 salt bridge in
standard GBHCT, although intrinsically stronger (Figure 9a),
actually stabilizes the native stateless than in GBHCT 1.1.
This phenomenon stems from the almost equally strong
stabilization of non-native conformations by the salt bridge,
as observed in the two compact 267 K GBHCT free energy
minima (Figure 7c,d). On the contrary, past 340 K, the salt

Figure 9. (a) Salt bridge formation PMFs along the Asp9 Cγ-Arg16 Cú distance coordinate for native and non-native ensembles
at 304.5 K from REMDs in GB with different radii sets or TIP3P water at 306 K. All curves were smoothed by taking 4-point
moving window averages. (b) Native state stabilization by salt bridge, ∆∆GF, as calculated from eq 5 (dashed lines), and folding
free energy, ∆GF (solid lines), in GBHCT with 1.3 Å (red) and 1.1 Å (green) HN+ radii. Error bars correspond to separately considering
the first or the second half of the data set.
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bridge contributes more strongly to folded state stability in
standard GBHCT than in GBHCT 1.1, at least partly accounting
for the increased high-T stability of TC5b in standard GBHCT.

Interestingly, in both GBHCT and the improved GBHCT 1.1
solvent models, salt bridge stabilization decreases much more
slowly than the overall protein stability with increasing
temperature and remains stabilizing at elevated temperatures,
providing a rationale for the increased number of ionic pairs
observed in proteins from hyperthermophilic organisms.1,10,12-15

In addition, the GBHCT model used here, with its constant
water dielectric of 78.5, is expected to provide only an
underestimation of salt bridge stability at high temperature,
as experimentally the dielectric constant of water continu-
ously decreases with temperature, to reach only∼55 at 100
°C and 1 atm,110 thus favoring Coulombic interactions even
more at high temperatures.111

Finally, still using a folding criterion of 3-18 backbone
RMSD e 2.5 Å, it is possible to generate melting curves
for TC5b in each of the GB models and compare them to
experiment (Figure 10). The standard GBHCT produces a
melting profile shifted upward by∼30 K relative to the NMR
and CD experimental profiles, as reported by Pitera and
Swope.41 In addition, the preponderance of enthalpically
stabilized non-native structures is responsible for the drop
in folded fraction at low-temperature seen in the GBHCT

profile and even prevents reaching the melting transition
midpoint (Figure 10). In sharp contrast, the melting temper-
ature measured by cubic spline interpolation of the melting
profile in GBHCT 1.1 (314 K) is in excellent agreement with
the experimental value of 315 K.101 Furthermore, the entire
simulated melting profile falls in very good overall agreement
with experiment, only departing noticeably (∼10% of
fraction folded) from the experimental curves at extremes
of the temperature range. We therefore concur with the earlier
conclusions by Zhou106 and Pitera41 that current force fields

are most accurate around room temperature, where they were
parametrized. This is especially true of their GB component,
which most commonly fails to include the temperature
dependence of the dielectric constant. However, current force
fields ought to be able to at least predict near-room-
temperature melting temperatures, and we show here that in
GBHCT this ability was only obscured by the overwhelming
influence of incorrectly treated ionic interactions.

Since we did not have to parametrize our potential function
against variable temperature data to capture the most
important features of the melting profile and a correctTm

value, we believe that the large overapproximations ofTm

by earlier REMD studies41,106 might originate from insuf-
ficient sampling caused by overwhelming salt bridges in
GBsas was the case in our GBHCT run with standard HN+

radiisor solvent friction in TIP3P, preventing reaching
ergodicity in either case. In the Pitera and Swope study, the
mostly helical TC5b native structure might also have drawn
stability from the helical bias of the AMBER ff94 force
field112 that they employed. Although Pitera and Swope
employed an energy function very similar to ours (AMBER
ff94/GBHCT), they did not report observing the distorted
structures with ionic networks we encountered in GBHCT.
Possible reasons for this discrepancy could be the small
number of replica exchanges attempted in their protocol
(400), hampering the sampling of remote regions of the
folding landscape by low-temperature replicas, or the exces-
sive stability of helices in ff94 preventing formation of non-
native conformations.

Conclusions
Simple GB models based on the pairwise descreening
approximation are a popular choice for molecular simulations
as they allow significant computational speedup over more
accurate GB implementations or PB equation-based implicit
solvent models.113 It is therefore important to ensure that they
can achieve an adequate level of accuracy.

Using potentials of mean force, we were able to quantify
the problematic overstabilization of ionic pairs observed in
the standard GBHCT implementation of the AMBER package.
A simple empirical reduction of the GB radii of HN+ atoms
from 1.3 to 1.1 Å allows a close reproduction of explicit
solvent CIP-SSIP relative energies in both the Fab 17/9 H3
loop Arg97‚‚‚Glu100 ion pair and test model helical peptide
systems. We note that this ad hoc modification of a single
intrinsic Born radius should be followed by a more complete
assessment of the influence of all of the radii on the system
thermodynamics. In the absence of solvent discreteness, salt
bridge formation also remains a kinetically downhill process,
and therefore GB models cannot be expected to accurately
reproduce the kinetics of conformational transitions. This
shortcoming has started to be addressed,21,22 notably by
explicitly including the first solvation shell around solutes
in mixed explicit/implicit solvent models.114-120

By comparing experimental thermal denaturation data to
REMD simulations of the Trp-cage miniprotein TC5b, we
confirmed that charge-charge interactions clearly outweigh
the desolvation penalty incurred by ionized side chains upon
salt bridge formation in the standard GBHCT model of

Figure 10. Experimental (CD, NMR CSD)101 and simulated
melting curves for the TC5b miniprotein. Error bars estimating
the sampling uncertainty were determined by considering
separately the first and second halves of the data set, each
45 ns in GBHCT, and 25 ns in GBHCT 1.1.
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AMBER. In sharp contrast, the same GB model with only
reduced HN+ Born radii closely captures the thermodynamics
of the Asp9‚‚‚Arg16 salt bridge and for the first time allowed
the generation of a near-experimental melting profile for
TC5b. The GBHCT 1.1Tm value of 314 K falls in remarkable
agreement with the experimental value of 315 K, while the
standard GBHCT profile approaches the melting transition
midpoint but shows a disturbing preference for non-native
structures at low temperature. While the GB model should
at least be capable of correctly predicting thermodynamic
observables at or around room temperature, we believe that
our accurate reproduction of the TC5b melting profile likely
arises from fortuitous cancellation of error, as GBHCT was
not parametrized to reproduce the temperature dependence
of water solvation.

This study also provides further indication that strong
electrostatic interactions are not predominant factors in
protein native state stability, as they can stabilize non-native
states by similar or even greater amounts, depending on the
unfolded state topology.9,109Nevertheless, from our modified
GB REMD simulation of the TC5b miniprotein, it appears
that native state stabilization by ionic interactions decreases
at a slower rate than the overall protein stability with
increasing temperature, providing a rationale for the observed
preponderance of charged amino acid residues in the proteins
of thermophilic organisms.1,10,12-15
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Abstract: Absolute free energies of hydration (∆Ghyd) for more than 500 neutral and charged

compounds have been computed, using Poisson-Boltzmann (PB) and Generalized Born (GB)

continuum methods plus a solvent-accessible surface area (SA) term, to evaluate the accuracy

of eight simple point-charge models used in molecular modeling. The goal is to develop improved

procedures and protocols for protein-ligand binding calculations and virtual screening (docking).

The best overall PBSA and GBSA results, in comparison with experimental ∆Ghyd values for

small molecules, were obtained using MSK, RESP, or ChelpG charges obtained from ab initio

calculations using 6-31G* wave functions. Correlations using semiempirical (AM1BCC, AM1CM2,

and PM3CM2) or empirical (Gasteiger-Marsili and MMFF94) methods yielded mixed results,

particularly for charged compounds. For neutral compounds, the AM1BCC method yielded the

best agreement with experimental results. In all cases, the PBSA and GBSA results are highly

correlated (overall r2 ) 0.94), which highlights the fact that various partial charge models influence

the final results much more than which continuum method is used to compute hydration free

energies. Overall improved agreement with experimental results was demonstrated using atom-

based constants in place of a single surface area term. Sets of optimized SA constants, suitable

for use with a given charge model, were derived by fitting to the difference in experimental free

energies and polar continuum results. The use of optimized atom-based SA constants for the

computation of ∆Ghyd can fine-tune already reasonable agreement with experimental results,

ameliorate gross deficiencies in any particular charge model, account for nonoptimal radii, or

correct for systematic errors.

Introduction
The quantification of how a solute will partition into two
different phases, A and B, is widely used in drug design.1,2

Notable examples include usingn-octanol-to-water partition-
ing (log Poctanol/water) as a model for cell membrane perme-
ability and gas-to-water partitioning (logPgas/water) to estimate
desolvation penalties associated with protein-ligand binding.
The two quantities are related, from the perspective of
continuum models of solvation, in that they quantify
partitioning between phases with low (gas∼ 1 and octanol
∼ 17) and high (water∼ 80) dielectric constants. Experi-
mental logPgas/watermeasurements, often expressed as free
energies of hydration (∆Ghyd ) -2.3RT log Pgas/water), have
been compiled by several research groups for both neutral
and charged species (see Table S1 in the Supporting
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Information).3-9 These experimental data make the computa-
tion of ∆Ghyd an attractive thermodynamic property for
validating continuum simulation methods and can be used
to guide the choice of parameters employed in such calcula-
tions.

The ultimate goal of this study is to optimize computa-
tional methods for protein-ligand binding calculations and
virtual screening (docking). The recently reported Molecular
Mechanics Poisson-Boltzmann Surface Area (MM-PBSA)
and Molecular Mechanics Generalized Born Surface Area
(MM-GBSA) methods10-12 incorporate a∆Ghyd-like term as
a measure of the change in desolvation (∆∆Ghyd) for the
receptor-ligand binding event.13-20 In MM-PBSA and MM-
GBSA analysis,10-12 PBSA or GBSA continuum energy
terms for a given species (complex, receptor, or ligand) are
formally equivalent to an absolute∆Ghyd if, as is commonly
done, dielectric constants of 1 (gas phase) and 80 (water
phase) are specified. Therefore, the accuracy of computed
∆Ghyd terms directly affect the final computed binding
energies. Unfortunately, experimental free energies of hydra-
tion are not available for proteins, most drugs, or protein-
drug complexes. A reasonable alternative is to verify that
the calculation methods and parameters yield good results
for small organic molecules, for which experimental absolute
free energies of hydration are available,3-9 prior to using
MM-PBSA and MM-GBSA methods.

Historically, the most accurate∆Ghyd calculations have
employed free energy perturbation (FEP) or thermodynamic
integration (TI) simulations incorporating explicit models of
water.21,22 This was first done in 1985 by Jorgensen and
Ravimohan23 who used FEP methods to compute the relative
free energy of hydration (∆∆Ghyd) for ethane and methanol
in excellent agreement with experimental results using Monte
Carlo simulations. The FEP and TI methods yield∆∆Ghyd

(or ∆Ghyd) directly and without the need for partitioning the
free energy into separate components, as in other more-
approximate approaches. However, such simulations can be
tedious to set up and too computationally expensive for high-
throughput structure-based drug design.

Continuum theories which treat solvent as a bulk macro-
scopic quantity24 represent a complementary approach to the
computation of solute hydration. In particular, Poisson-
Boltzmann (PB)25 and Generalized Born (GB)26 are two
widely used methods used to estimate the polarization energy
associated with bringing any species from the gas phase to
the bulk solvent phase. PB and GB calculation results are
typically augmented by a solvent-accessible surface area term
(SA) to account for nonpolar contributions to the total free
energy of hydration. A comprehensive study which compares
the performance of various GB implementations to PB
reference calculations has recently been reported by Feig et
al.27 In this paper, we instead focus on evaluating which
commonly used partial charge models yield GBSA and
PBSA absolute hydration free energies in agreement with
experimental results.

Two early continuum studies that directly compare com-
puted∆Ghyd with experimental results include the original
GBSA report by Still et al.26 and the Sitkoff et al.25 PARSE
(parameters for solvation energy) study designed for use with

PBSA methods. Excellent results were obtained in both cases;
however, the number of molecules tested was relatively small
(between 20 and 67 molecules).25,26 Both prior studies
employed charge models based on functional group assign-
ment, which may be difficult to assign to compounds
typically found in databases used for high-throughput virtual
screening (docking). More recent efforts have focused on
evaluating the accuracy of partial charge models that may
be more easily assigned, in an automated fashion, to
relatively large and diverse data sets.4,28-31 For example,
Jorgensen and co-workers have recently reported the imple-
mentation and validation of a generalized GBSA model in
conjunction with the OPLS-AA force field employing
charges obtained from AM1CM1 semiempirical calcula-
tions.32 Excellent results were reported with a mean unsigned
error of only 1 kcal/mol for 399 neutral compounds.32 Levy
and co-workers have also developed highly accurate GBSA
models, termed SGBNP33 and AGBNP,34 which employ
OPLS-AA charges and radii and incorporate optimized
nonpolar contributions to minimize errors with experimental
results. Cramer, Truhlar, and co-workers have developed
numerous solvation models, validated using much of the
same experimental data used here, which have been subse-
quently incorporated into the AMSOL program.6,35Although
highly accurate, AMSOL models tend to be highly param-
etrized, which makes incorporating routines for the computa-
tion of ∆Ghyd into a general molecular mechanics force field
somewhat cumbersome. Many continuum models have been
optimized to yield good∆Ghyd results for small molecules
using multiple atom types, radii, charges, and various
combinations of adjustable nonpolar parameters which can
limit transferability. Less-empirical models use very high-
level ab initio and PB calculations with partial charges
computed from SCRF methods with polarization36 but are
not easily adapted for general high-throughput screening.

Prompted by the need for a general continuum method
with minimal optimized parameters, we have evaluated eight
different point-charge models, based on ab initio, semiem-
pirical, and empirical calculations in conjunction with a
simple set of radii, through the computation of∆Ghyd for
small organic molecules. Computational results for more than
500 compounds (460 neutral compounds, 42 polyatomic ions,
and 11 monatomic ions) are compared with experimental
results, which, to our knowledge, represents the largest
number of reference compounds employed for∆Ghyd cal-
culations. The evaluation of nonpolar contributions using an
atom-based as opposed to a molecule-based solvent-acces-
sible surface area term was also explored. Parameter set
validation is critical since the use of different theoretical
methods, atomic partial charge models, atomic radii, and
nonpolar SA parameters will lead to different calculated
∆Ghyd results. The primary goal here was to assess the
accuracy of the different charge models for neutral and
charged compounds and to compare the results from both
PBSA and GBSA continuum method calculations. The
ultimate goal is to be able to easily incorporate accurate
solvation effects using MM-GBSA methods for protein-
ligand binding calculations and the rescoring of complexes
obtained from high-throughput docking.
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Computational Methods
Free Energies of Hydration (∆Ghyd). As in prior PBSA
and GBSA continuum studies,25,26 the free energy of hydra-
tion is partitioned into two terms, polar and nonpolar,
according to eq 1.

Polar energies (Gpolar) for PB calculations were obtained
using a grid-based finite difference solution to the Poisson-
Boltzmann equation with zero salt concentration (eq 2),
whereF(r) is the charge distribution of the molecule,ε(r) is
the dielectric constant, andφ(r) is the electrostatic potential.
The solution of the PB equation for systems described by a
classical force field yields the electrostatic potential at every
grid point, andGpolar is then evaluated as a sum over all atoms
(eq 3), where the partial atomic charge for atomi is
multiplied by the difference in the computed grid-point
potentialφi for the transfer from the gas phase (ε ) 1) to
water (ε ) 80).

For GB calculations,Gpolar contributions were obtained
using eqs 4-5. Here,ε is the dielectric constant (80 for the
water phase),q the partial atomic charges,rij the interatomic
distance, andRi are the Born radii, which are computed
according to the pairwise descreening algorithm of Hawkins
et al.37,38

Nonpolar contributions (Gnonpolar) to ∆Ghyd are estimated
using only a simple solvent-accessible surface area term.
Alternative procedures, which treatGnonpolar as two terms
representing separate cavitation and solute-solvent disper-
sion contributions, have been recently reported by Gallicchio
and Levy.34 In the present paper,Gnonpolaris estimated using
either the total molecular SA (eq 6) or atomic-based SAi

(eq 7). Prior MM-PBSA and MM-GBSA binding energy
protocols typically employed a molecular SA (eq 6) withγ
) 0.00542 andâ ) 0.92, as recommended by Kollman and
co-workers.11,12 An alternative method, which was pursued
in the present work, is to compute atom-based SAi and
optimize each SA constant using multiple linear regression
to improve agreement with experiment (eq 7). Using atom-
based SAi contributions to estimate free energies of solvation
was first proposed by Eisenberg and McLachlan,39 and
Scheraga and co-workers.40

For a given set of calculations, PBSA or GBSA, the same
structures, partial charges, and atomic radii were employed.
Any differences in the final calculation results in this paper
will, therefore, be only a function of the two different
continuum theories.

Computation Details.A simple set of atomic radii based
on the mbondi (modified bondi) scheme,41,42 from the
AMBER7 program,43 was used in the calculations for neutral
and polyatomic charged species. In the mbondi scheme,
hydrogen atoms connected to carbon, sulfur, nitrogen,
phosphorus, or oxygen (types HC, HS, HN, HP, or HO,
respectively) can have unique radii (Table 1). Dielectric
constants for all calculations (PB and GB) were set to 1,
representing the gas phase, and 80, representing the water
phase. PB calculations were performed using the program
Delphi444,45with the following parameters: boundary condi-
tions ) 4, internal dielectric constant) 1.0, external
dielectric constant) 80.0, and scale) 4 grids/Å. Other
Delphi parameters were assigned automatically using default
values. Generalized Born calculations were performed using
an in-house version of the Hawkins et al.37,38 pairwise
descreening model with scaling parameters (Sx values)
adopted from Tsui and Case (Table 1).41 The DMS program
was used for all of the SA calculations.46 In addition to the
total SA value for a compound, DMS can be used to estimate
atom-based surface areas (SAi). For a given compound, the
total solvent-accessible surface area should be equivalent to
the sum of each atom-based solvent-accessible surface area
(SA ) ∑SAi).

Molecular Structures and Experimental Data.Bordner
et al.31 have generously made available 410 neutral molecular
structures along with the corresponding experimental log
Pgas/water partition coefficients from the tabulated work of
Abraham et al.3 (converted to free energies at 25°C using
∆Ghyd ) -2.3RT log Pgas/water). However, the Bordner set
did not contain compounds with polar hydrogens connected
to sulfur (HS; Table 1) or include charged species. We
augmented the neutral set with 50 additional neutral com-
pounds (including compounds containing HS), as well as 42

∆Ghyd ) Gpolar + Gnonpolar (1)

∇[ε(r) ∇φ(r)] ) -4πF(r) (2)

Gpolar )
1

2
∑

i

N

qi(φi
80 - φi

1) (3)

Gpolar ) -166(1 -
1

ε
)∑

i)1

N

∑
j)1
j*i

N qiqj

fGB

- 166(1 -
1

ε
)∑

i)1

N qi
2

Ri

(4)

fGB ) {rij
2 + Rij

2 exp[-rij
2/(4Rij

2)]}0.5 (5)

Gnonpolar) (γSA) + â (6)

∆Ghyd(exptl) - Gpolar ) Gnonpolar) ∑
i

γiSAi (7)

Table 1. Parameters for PB and GB Continuum
Calculations

type
mbondi

radii
Sx value

(GB only)a
number of

atomsb

HC 1.30c 0.85 4215
HN 1.30c 0.85 98
HO 0.80c 0.85 93
HS 0.80c 0.85 13
HP 1.30c 0.85 10
C 1.70a 0.72 2678
N 1.55a 0.79 128
O 1.50a 0.85 299
F 1.50a 0.88 53
P 1.85a 0.86 6
S 1.80a 0.96 26
Cl 1.70a 0.80 114
Br 1.85d 0.80 27
I 1.98d 0.80 12

a From AMBER version 7.43 b See Supporting Information Table
S1 for a listing of all compounds. c From refs 41 and 42. d From
Bondi’s original work.47
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charged ((1) polyatomic compounds and 11 ionic mona-
tomic species (see Table S1, Supporting Information). All
additional compounds were obtained from the NIST Chem-
istry WebBook database48 or constructed using the MOE
program.49

Partial Charge Models. Eight charge models were
evaluated in this study: Gasteiger-Marsili (Gast),50

MMFF94,51 AM1BCC,29,30AM1CM2,52 PM3CM2,52 Merz-
Singh-Kollman (MSK),53 Restrained Electrostatic Potential
(RESP),54,55 and ChelpG.56 While the preceding list is not
exhaustive, it does include methods that are currently
implemented in several molecular modeling packages and
allow for the calculation of partial atomic charges for diverse
organic molecules. For a comparison with the present work,
Udier-Blagovic et al. have recently evaluated the accuracy
of partial charges computed using CM1 and CM3 proce-
dures.28 The molecule database was maintained with the
MOE program,49 and several software packages were used
to assign the different charge models. Gast and MMFF94
charges were assigned using MOE. AM1BCC charges were
determined using the ANTECHAMBER module in AM-
BER743 from MOPAC57 calculations. The AMSOL35 pro-
gram was used to compute AM1CM2 and PM3CM2 partial
charges.52 AMSOL calculations incorporated the SM5.42R6

water solvent model, which allows the charges to be
computed in a simulated condensed phase. The MSK, RESP,
and ChelpG charges were computed at the HF/6-31G*//HF/
6-31G* level of theory using the program Gaussian 98.58

Molecules containing iodine used the 3-21G* basis set for
iodine and 6-31G* for all other atoms. The ANTECHAM-
BER module in AMBER7 was used for two-stage RESP
fittings. It should be mentioned that different software
packages may yield slight variations in atomic charges
because of differences in the implementation of a particular
partial charge model. Only the above-named program
implementations were evaluated in this report.

Molecule Geometries.For each compound, the partial
charges obtained using the eight different methods were
mapped back to one set of standard geometries. Using one
set of conformations allows for a direct comparison of the
accuracy of the partial charge models and removes the
possibility that different geometries would affect the results.
Here, the standard geometries were taken as those obtained
from a gas-phase geometry optimization using the MMFF94
force field as implemented in the MOE program. In general,

the optimizations yielded extended structures. Other geom-
etries could have been used, although this was not explored.
Given that the data set contains mostly rigid compounds,
the effect of including multiple conformations on the
computed free energies of hydration was not investigated.
Of the 502 polyatomic compounds, more than half (53%)
contain two or fewer rotatable bonds. Averaging over
multiple conformations in the previous Bordner study
changed the computed free energies by only a small
amount.31

Results and Discussion
Charge Model Evaluation.Free energies of hydration were
computed for comparison with experimental results for
compounds employing one of eight partial charge models
(Gast, MMFF94, AM1BCC, AM1CM2, PM3CM2, MSK,
RESP, and ChelpG). Table 2 lists the correlation coefficients
(r2) and average unsigned errors (aue) between experiment
and theory as obtained from PBSA and GBSA calculations.
In Table 2, theGnonpolar term is computed from molecular
SA (eq 6) using the standard MM-PBSA and MM-GBSA
constants (γ ) 0.00542 andâ ) 0.92). Results for charged
and neutral compounds are always reported separately since
artificially high r2 squared values may result when correla-
tions are computed using both species together. This is
primarily due to the large difference in magnitude of the
experimental data for charged versus neutral species.

The correlation coefficients for neutral compounds in Table
2 (part I) track with the eight different charge schemes in
roughly the following order: ab initio (MSK, RESP, and
ChelpG) > semiempirical (AM1BCC, AM1CM2, and
PM3CM2)> empirical (Gast and MFF94). Ab initio charges
yield PBSA and GBSAr2 values from 0.69 to 0.77,
semiempiricalr2 values from 0.64 to 0.74, and empiricalr2

values from 0.26 to 0.53. Average unsigned errors (aue)
follow the r2 trends; ab initio charges yield smaller errors
(1.47-1.67 kcal/mol) than semiempirical (1.36-3.09 kcal/
mol) or empirical (3.20-3.41 kcal/mol) charges. For com-
parison, results from various parametrizations of the AMSOL
SM5.42R universal solvation models from Cramer, Truhlar,
and co-workers yield small unsigned errors of 0.43-0.46
kcal/mol for 275 neutral solutes.6 Gallicchio et al. have also
reported errors of less than 0.5 kcal/mol using the optimized
SGB/NP model.33 The primary reason AMSOL and SGB/
NP methods yield much smaller errors than the results

Table 2. Correlation Coefficients (r2) and Average Unsigned Errors (aue) for Experimentala vs Calculatedb (PBSA or GBSA)
Free Energies of Hydration (∆Ghyd) Using Standard SA Constantsc

neutral molecules, N ) 460; part I charged ((1) molecules, N ) 42; part II

model r2 PBSA aue r2 GBSA aue r2 PBSA aue r2 GBSA aue

Gast 0.53 3.20 0.49 3.36 0.68 7.52 0.67 8.15
MMFF94 0.29 3.26 0.26 3.41 0.73 7.44 0.72 8.27
AM1BCC 0.74 1.36 0.70 1.38 0.56 8.28 0.53 9.64
AM1CM2 0.71 3.09 0.67 2.81 0.39 11.67 0.34 13.63
PM3CM2 0.69 2.79 0.64 2.61 0.62 10.84 0.62 11.90
MSK 0.77 1.54 0.72 1.63 0.74 6.42 0.72 7.30
RESP 0.77 1.47 0.72 1.51 0.75 6.34 0.73 7.20
ChelpG 0.73 1.61 0.69 1.67 0.74 6.36 0.72 7.28
a See Supporting Information Table S1 for experimental references. b Calculated values obtained using eq 1. Gpolar from either PB or GB

calculations. c Gnonpolar ) (0.00542 × SAtotal) + 0.92. Energies in kcal/mol.
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presented here in Table 2 is due to the fact that many
parameters have been optimized to minimize errors with
respect to experimental results. Similar approaches could be
adopted by the present GBSA method through the incorpora-
tion of schemes which allow separate radii and nonpolar
contributions to be optimized on the basis of unique atom
types (e.g., aromatic vs aliphatic carbons). A very simple
optimization, based on the elemental atom types listed in
Table 1, is presented in a later section of this paper. In the
present study, the best agreement with experiment, for all
460 neutral compounds, was obtained using AM1BCC
charges, which yielded aue’s of 1.36 and 1.38 kcal/mol from
PBSA and GBSA calculations, respectively (Table 2). For
comparison, in the recent Jorgensen et al. study,32 a mean
unsigned error of 1.01 kcal/mol was reported for GBSA
results using OPLS-AA radii with scaled AM1CM1A
charges for 399 neutral compounds. A smaller subset of 75
molecules in that report yielded a larger mean unsigned error
of 1.51 kcal/mol, which dropped to 1.16 kcal/mol if nitro
compounds and DMSO were excluded.32

Table 3 shows GBSA results obtained here, broken down
by molecular class for 180 out of 199 neutral compounds in
common with the Gallicchio et al. study, which employed
the SGB/NP model.33 As previously noted, the SGB/NP
model is a fitted method and, therefore, yields aue errors
much lower than those reported here (aue) 0.32 kcal/mol
fitted, 0.50 kcal/mol jackknife).33 However, Table 3 high-
lights the fact that, for many molecule classes, low errors
can, in fact, be obtained using a very simplistic GBSA model
not fit a priori to reproduce experimental results. In particular,
excellent results are obtained with the AM1BCC model,
which yields a low aue of only 1.37 kcal/mol. The three ab
initio methods yield errors between 1.69 and 1.85 kcal/mol.
Other models yield larger aue’s between 2.75 and 3.48 kcal/
mol. Notably, the AM1BCC charges yield errors of less than
1 kcal/mol for more than half the compounds tested in Table
3 and include alkanes, alkenes/dienes, alkynes, arenes,

alcohols/phenols, esters, nitrogen heterocyclics, and thiols.
The major outliers for AM1BCC are amides (N ) 2),
carboxylic acids (N ) 3), amines (N ) 21), and ketones/
aldehydes (N ) 20). The largest errors using ab initio charges
in Table 3 are for carboxylic acids, amines, nitriles (N ) 4),
and nitrohydrocarbons (N ) 6). The largest errors reported
in the prior SGB/NP33 study also included nitriles (jackknifed
aue) 1.15 kcal/mol) and nitro compounds, (jackknifed aue
) 2.57 kcal/mol), in addition to nitrogen heterocyclics
(jackknifed aue) 1.22 kcal/mol), and indicate the challenges
associated with obtaining accurate charge distributions for
nitrogen-containing species.

It should be noted that, during parametrization of the
AM1BCC method, adjustments were made to the way partial
charges are computed so that calculated relative free energies
of solvation for amines, nitros, and unsaturated hydrocarbons
were in closer agreement to experimental results.29,30 How-
ever, the AM1BCC method was not optimized for use with
the GBSA model or mbondi radii utilized here. Given this
fact, the results in Tables 2 and 3 are extremely encouraging
given that low errors can be obtained for most molecules
and that AM1BCC charges are extremely fast to generate
for databases containing even hundreds of thousands of
diverse molecules.30

Surprisingly, the three semiempirical methods tested here
yield poorer correlations with experimental results than do
the two empirical methods for charged ((1) molecules (Table
2, part II). Ab initio charges yield the strongest correlations,
with r2 values from 0.72 to 0.75, compared to semiempirical
r2 values from 0.34 to 0.62 and empiricalr2 values from
0.72 to 0.73. Given that Jorgensen et al. obtained good results
for 17 polyatomic charged compounds using the OPLS-AA
GBSA models augmented with unscaled AM1CM1 charges,32

the poor results obtained here using AM1CM2 and PM3CM2
are unexpected. AM1CM2 and PM3CM2 methods should
yield partial charges qualitatively similar to those obtained
from the AM1CM1 procedure. Results for 22 charged

Table 3. Average Unsigned Errors (aue) for Experimentala vs GBSA Calculatedb Free Energies of Hydration (∆Ghyd) Using
Standard SA Constantsc

type number Gast MMFF94 AM1BCC AM1CM2 PM3CM2 MSK RESP ChelpG

alkanes 19 0.33 0.33 0.30 0.32 0.28 0.60 0.49 0.38
alkenes/dienes 11 0.83 0.83 0.23 0.22 0.14 1.23 1.21 0.70
alkynes 4 1.90 1.38 0.56 1.95 1.77 2.23 2.18 1.55
arenes 19 3.64 3.64 0.30 2.08 1.35 0.46 0.47 1.96
alcohols/phenols 26 4.66 4.66 0.88 1.07 0.85 1.96 1.77 1.59
ethers 15 2.20 2.20 2.07 1.24 1.72 1.87 1.97 2.03
ketones/aldehydes 20 2.87 2.87 2.73 6.13 5.59 1.48 1.37 1.33
carboxylic acids 3 4.32 4.32 3.14 10.61 10.46 7.01 6.93 7.29
esters 14 2.75 2.75 0.87 5.36 4.19 1.50 1.40 1.43
amines 21 5.86 5.86 2.88 2.97 3.47 2.89 2.97 3.02
amides 2 8.71 8.70 5.19 7.59 6.41 1.53 1.39 1.63
nitriles 4 5.95 5.95 1.14 8.18 8.92 4.39 3.76 4.26
nitrohydrocarbons 6 4.98 6.74 1.75 5.44 7.63 4.92 4.38 4.58
nitrogen heterocyclic 10 4.98 4.98 0.96 3.41 3.35 0.90 1.02 1.87
thiols 3 2.73 2.73 0.34 0.80 1.03 0.82 0.51 0.21
sulfides 3 3.43 3.43 1.32 0.76 0.85 0.65 1.04 1.46
all 180 molecules 180 3.43 3.48 1.37 2.85 2.75 1.76 1.69 1.85

a See Supporting Information Table S1 for experimental references. b Calculated values obtained using eq 1. Gpolar from GB calculations.
c Gnonpolar ) (0.00542 × SAtotal) + 0.92. Energies in kcal/mol.
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compounds using the more sophisticated SGB/NP model with
OPLS-AA charges yielded jackknifed aue’s of 4.12 and 2.23
kcal/mol for 3 carboxylate anions and 19 ammonium cations,
respectively. The larger errors reported here for charged
species compared with those of other studies could arise from
differences such as the number and type of compounds tested,
the functional form of the GB equation used to compute
Gpolar, the atomic radii used in the calculations, or a lack of
fitted nonpolar contributions. As emphasized previously, only
element-based radii, with the exception of hydrogen atoms
connected to C, N, O, P, and S (Table 1), were used. Li et
al. estimate that the typical uncertainty in the experimental
data for ions is larger, at about 5 kcal/mol, in comparison
with neutral compounds, which is typically 0.2 kcal/mol.6

As was the case for neutral compounds, the aue errors
reported here (Table 2) track with the correlation coefficients.
Again, ab initio partial charges yield the lowest errors (6.34-
7.30 kcal/mol), but for the charged species, semiempirical
charges yield the largest errors (8.28-13.63 kcal/mol).
Empirical aue’s are in the middle (7.44-8.27 kcal/mol).
Thus, using MSK, RESP, and ChelpG, partial charges for
neutral and charged species consistently yield the strongest
correlations and lowest average unsigned errors with ex-
perimental free energies of hydration regardless of which
continuum method was employed for the computation (Table
2). Ther2 values for three ab initio methods cluster around
0.75 for both neutral and charged species (Figure 1).

PBSA versus GBSA.The PBSA and GBSA results are
highly correlated and independent of the charge model used
for the calculations (Table 2; Figure 1). The strong agreement
between PBSA and GBSAr2 values (obtained from com-
puted versus experimental results) suggests that a given
partial charge model will influence the final free energies
much more than which continuum method (PBSA or GBSA)
is used for the calculations. Correlation coefficients between
PB and GB polar energies are always very strong,r2 > 0.94,
and independent of which partial charge model or data set
(neutral or charged compounds) was employed in the
calculations. These trends continue to provide strong support
for using GBSA methods as a reasonable alternative to the

more computationally demanding PBSA calculations for free
energy calculations.

Gnonpolar from Molecular SA versus Atomic SAi. The
constants (γ ) 0.00542 andâ ) 0.92) typically used13-20 in
MM-PBSA and MM-GBSA calculations to convert SA (Å2)
to Gnonpolar (kcal/mol) are based on fitting molecular SA
results to experimental∆Ghyd values for small straight-chain
alkanes.25 The rationale for this procedure exploits the fact
that alkanes have low dipole moments and nonpolar contri-
butions will, therefore, dominate∆Ghyd. Figure 2 shows the
molecular SA for the 460 neutral molecules studied here
versus experimental∆Ghyd values along with the best fit
regression line using only the 27 linear and branched alkanes.

The constants obtained from this linear regression fit
(Figure 2, open circles,r2 ) 0.85,m ) 0.00538,b ) 0.92)
are essentially identical to the standard constants (γ )
0.00542 andâ ) 0.92).13-20 However, as a group, molecular
SAs have no correlation with experimental∆Ghyd values
(Figure 2, filled squares). Rankin et al. have reported similar
results based on an analysis of 210 neutral compounds.59 In
most cases,Gpolar contributions are the dominant factor for
the final correlations with experimental results for the neutral
molecules reported in Table 2. This is illustrated in Figure
3 for 460 neutral compounds in which the polar energies
(Gpolar r2 ) 0.77, filled squares) computed from PB calcula-
tions with RESP charges strongly correlate with experimental
∆Ghyd values. However, nonpolar contributions computed
using standard SA constants (eq 6;γ ) 0.00542 andâ )
0.92) yield no correlation (Gnonpolarr2 ) 0.00, open circles)
and, for this data set, do not contribute to any improvement
or diminishment in the final correlation coefficient with
experimental results (∆Ghyd r2 ) 0.77).

To improve the agreement with experimental results, we
explored a procedure first proposed by Eisenberg and
McLachlan39 and Scheraga and co-workers,40 which opti-
mizes nonpolar contributions using atom-based coefficients
for a given SA type through multiple linear regression

Figure 1. Comparison of correlation coefficients (r2 values)
for calculated versus experimental free energies of hydration
from PBSA and GBSA calculations. For each partial charge
model, two r2 values are plotted representing results for 460
neutral compounds (filled symbols) and 42 charged com-
pounds (open symbols)(see Table 2). The overall correlation
between the total PBSA and GBSA results is r2 ) 0.94. Figure 2. Experimental free energies of hydration vs total

molecular solvent-accessible surface area (SASA). The best
fit line to the 27 linear and branched alkanes (O) yields a
correlation coefficient r2 ) 0.85, γ ) 0.005 38, and â ) 0.92.
Other compounds are represented as filled squares (9).
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fitting.39,40 In the present work, SAγi coefficients were
optimized for each mbondi type (HC, HN, HO, HS, HP, C,
N, O, F, P, S, Cl, Br, and I) using multiple linear regression
(eq 7) by fitting to the residuals in exptl∆Ghyd - ∆Gpolar

computed using the eight different charge models from either
GB or PB calculations. After the fittings, newGnonpolar

contributions were recomputed using the atom-based con-
stants (γi’s) so that optimized∆Ghyd values could then be
compared with experimental results. Levy and co-workers
have reported an alternative functional form forGnonpolar in
which atom-based coefficients are used to compute separate
cavitation and solute-solvent dispersion interactions, as
implemented in the SGB/NP33 and AGBNP34 models.

In most cases, utilizing the new SAi constants to estimate
nonpolar energies improves the overall agreement with
experimental∆Ghyd values (Table 4 versus Table 2). In
particular, overall aue’s are substantially reduced andr2

values improve in general. However, using fitted constants
actually reduces correlations (r2) for neutral compounds for
the three semiempirical models (AM1BCC, AM1CM2, and
PM3CM2) despite the fact that the aue’s show dramatic

improvement (Table 4 versus Table 2). Here, degradations
in r2, for neutral molecules with semiempirical charges, arise
because the fitting procedure attempts to minimize the overall
error (neutral and charged) with experimental results, and
these models originally performed poorly for charged species.
The most robust and best overall improvement is obtained
for the ab initio methods that consistently yielded the best
agreement with experimental results for both neutral and
charged species.

Figures 4 and 5 highlight favorable cases where the use
of atom-based constants yield improved results even if a
particular charge model already leads to good agreement with
experimental results. Ab initio charges (MSK, RESP, and
ChelpG) yieldGpolar energies in strong correlation with those
of the experiment for neutral and charged compounds in all
cases. However, using molecule-based constants (gray
crosses) to computeGnonpolarvalues can lead to a systematic
overestimate (absolute error) of the hydration free energies
for species with ab initio charges in the experimental range
from -11 to-2 kcal/mol for neutrals and-90 to-60 kcal/
mol for charged species. As an example, for neutrals, Figure

Figure 3. Correlation of individual components with experi-
mental free energies of hydration for neutral compounds (N
) 460) using RESP-derived partial charges. Polar (9) ener-
gies Gpolar from PB calculations. Nonpolar (O) energies from
molecular solvent-accessible surface area calculations Gnonpolar

) (0.00542 × SAtotal) + 0.92.

Table 4. Correlation Coefficients (r2) and Average Unsigned Errors (aue) for Experimentala vs Calculatedb (PBSA or GBSA
fit) Free Energies of Hydration (∆Ghyd) Using Fitted SA Constantsc

neutral molecules, N ) 460; part I charged ((1) molecules, N ) 42; part II

model fitted r2 PBSA aue fitted r2 GBSA aue fitted r2 PBSA aue fitted r2 GBSA aue

Gast 0.67 1.43 0.56 1.62 0.69 8.60 0.69 8.99
MMFF94 0.36 1.91 0.28 2.07 0.70 8.24 0.68 8.60
AM1BCC 0.68 1.26 0.58 1.49 0.61 6.71 0.60 6.83
AM1CM2 0.62 1.71 0.54 1.83 0.55 7.35 0.58 7.55
PM3CM2 0.61 1.66 0.52 1.83 0.68 7.24 0.71 7.47
MSK 0.81 0.99 0.69 1.32 0.79 4.46 0.77 4.68
RESP 0.80 1.02 0.69 1.33 0.80 4.45 0.78 4.69
ChelpG 0.81 0.99 0.70 1.30 0.79 4.46 0.77 4.67
a See Supporting Information for experimental references. b Calculated values obtained using eq 1. Gpolar from either PB or GB calculations.

c Gnonpolar ) ∑γiSAi. Energies in kcal/mol.

Figure 4. Predicted free energies of hydration (∆Ghyd calcd)
vs experimental free energies of hydration (∆Ghyd exptl) from
PBSA calculations with RESP charges for neutral compounds
(N ) 460). Nonpolar energies from molecule-based SAs using
standard constants (×) or atom-based SAs using fitted
constants (9).
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4 shows that usingγi constants optimized from PBSA-RESP
fits leads to an improvement ofr2 from 0.77 (∆Ghyd std, gray
crosses) to 0.80 (∆Ghyd fit, black squares), and the aue error
with the experiment drops from 1.47 to 1.02 kcal/mol (Figure
4). More dramatic results are observed for charged species;
PBSA correlations increase from 0.75 (∆Ghyd std, gray
crosses) to 0.80 (∆Ghyd fit, black squares), and the aue error
with the experiment drops dramatically from 6.34 to 4.45
kcal/mol (Figure 5).

The primary motivation for using atom-based SAi instead
of molecule-based SA procedures is to reduce errors with
respect to experimental results in three ways: (1) remedy
gross deficiencies a particular charge model may have (r2

and aue), (2) fine-tune an already reasonable agreement with
experimental results (primarily aue), or (3) account for
nonoptimal radii. On a case-by-case basis, simple atom-based
constants (Figures 4-5, black squares) can correct for
systematic errors. However, additional improvement, beyond

what is presented in Tables 2, 3, and 4, would probably
require changes to the model to include more atom-typing,
adjustable radii, and nonpolar parameter optimization as in
other methods.6,33,34

Optimized SA Coefficients.Tables 5 and 6 list “sets” of
optimized SAi constants (γi) obtained from multiple linear
regressions using PB and GBGpolar results for all eight charge
models employed in the calculations. For a new calculation
that employs a particular charge model, atom-basedγi values
can be used to estimateGnonpolarenergies that should lead to
improved ∆Ghyd calculations. Despite the fact thatGpolar

results from both continuum methods show strong correlation
(Table 2; Figure 1), for completeness, separate fits were
performed for PB- (Table 5) or GB-derived (Table 6)Gpolar

energies.

As averaged over the entire data set of 502 molecules,
the magnitude and sign for eachγi value can give some
indication as to the error with the experiment (and direction)
associated with a particular charge model for a given atom
(mbondi) type. However, caution should be exercised when
trying to ascribe too much physical significance to any given
SA coefficient. For some atom types listed in Table 1, HS
(N ) 13), P (N ) 6), and I (N ) 12), a lack of experimental
data could potentially lead to SA optimizations that are
underdetermined. Nevertheless, given the fact that related
charge methods such as AM1CM2/PM3CM2 or MSK/RESP
yield similar fitted SA constants (Tables 5 and 6), the
multiple linear regression results appear robust. As an
example, phosphorus (mbondi type P) coefficients from GB
fits for AM1CM2 and PM3CM2 charged compounds are
relatively large in magnitude compared with other types
(Tables 5 and 6). Here, the negative coefficients are always
in the range-1.8 to-2.8. The large negative sign indicates
that, on average,Gpolar terms computed using AM1CM2 and
PM3CM2 charges underestimate the experimental∆Ghyd

values. Nonpolar contributions computed using atom-based
SAi will yield a favorable free energy to correct for this
underestimation given that SA is always a positive value and,
in this case, theγi for P atoms are negative. On the other
hand, the GBγi coefficients for atom types P for ab initio-
based methods (MSK, RESP, and ChelpG) are positive and

Figure 5. Predicted free energies of hydration (∆Ghyd calcd)
vs experimental free energies of hydration (∆Ghyd exptl) from
PBSA calculations with RESP charges for charged com-
pounds (N ) 42). Nonpolar energies from molecule-based
SAs using standard constants (×) or atom-based SAs using
fitted constants (9).

Table 5. Optimized Atomic SA Coefficients (γi Values)a Obtained Using Poisson-Boltzmann (PB) Derived Gpolar Energies

type Gast MMFF94 AM1BCC AM1CM2 PM3CM2 MSK RESP ChelpG

Hc 0.00093 -0.00002 0.00355 0.00962 0.00827 0.00679 0.00687 0.00649
Ho -0.00434 -0.11172 0.25999 0.12379 0.11210 0.37414 0.36422 0.36037
Hs 0.28952 0.23307 0.33731 -0.53475 -0.45896 0.05493 0.06772 0.09424
Hn -0.04103 -0.02779 -0.01058 -0.01094 -0.01857 -0.00574 -0.00436 -0.00813
Hp -0.12342 0.00990 0.02589 0.47729 0.38605 -0.02415 -0.00164 -0.01025
C -0.01634 -0.01610 0.02001 0.04395 0.03708 0.01765 0.01468 -0.00278
N -0.00798 -0.01032 0.07251 0.05061 0.08398 0.04518 0.04440 0.05156
O 0.00759 0.04621 0.02409 0.09277 0.08863 0.03592 0.03292 0.04072
F 0.02036 0.02024 0.02256 0.02661 0.01954 0.01755 0.01643 0.01873
P 2.12323 0.36337 0.98863 -2.44577 -2.59507 0.92016 0.61608 0.79176
S 0.01477 0.02908 0.05082 0.15426 0.13041 0.04414 0.04145 0.03315
Cl 0.00336 0.00302 0.00384 0.00330 0.00662 0.00560 0.00527 0.00657
Br -0.00532 -0.00455 0.00139 -0.00410 0.00415 0.00681 0.00550 0.00479
I -0.00635 -0.00609 0.01495 -0.01134 -0.00775 0.00656 0.00562 -0.00116
a Gnonpolar ) ∑γiSAi optimized using neutral (N ) 460) and charged (N ) 42) compounds.
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much smaller at about 0.26-0.47. The variation in the
optimized coefficients in Tables 5 and 6 is a direct result of
the differences that are obtained from the different partial
charge methods used for the computation ofGpolar. Because
of this fact, optimized constants can be viewed as a SA-
based correction factor to account for errors in any particular
charge model in an average sense. Moreover,γi constants
should only be used in conjunction with the partial charge
model with which they were derived.

Monatomic Ions. We have also pursued free energy of
hydration calculations for 11 monatomic ions using the same
GBSA protocols for comparison with experimental results.
Monatomic ions are a unique case given that only a single
atom is present, and therefore, they are not charge-model-
dependent; only the formal ion charge and radius needs to
be specified. Radii for most monatomic ions were taken from
Jorgensen et al.32 and used as reported or adjusted slightly
for use with the present model. In general, nonpolar
contributions to the total∆Ghyd for monatomic ions would
be negligible given the large polarization energy (-63 to
-485 kcal/mol; Table 7) compared to the small solvent-
accessible surface area contribution. The solvent-accessible
surface area for a monatomic species is simply SA) 4π(r

+ 1.4)2, where 1.4 Å represents the standard probe radius
for water andr is the radius.

In general, the absolute difference between GBSA com-
puted and experimental values (∆Ghyd exptl - ∆Ghyd calcd)
is lower than the estimated uncertainty for ions6 (5 kcal/
mol) using OPLS-AA radii with standard MM-GBSA
constants (Gnonpolarγ ) 0.00542 andâ ) 0.92), as shown in
Table 7. However, for Li+, Mg2+, and Ca2+, larger errors of
6.66, 22.89, and 16.01 kcal/mol, respectively, are observed.
It should be noted that results from Jorgensen et al. for the
monatomics agree exactly with experimental results.32 The
results presented here in Table 7 employed different SA
constants than those used by Jorgensen et al.; thus, slight
differences are not unexpected. For consistency and to
optimize parameters for the present GBSA model, the radii
for three ions, Li+, Mg2+, and Ca2+, were adjusted slightly
so that all errors for monatomics would be less than 5 kcal/
mol. Since SA contributions to hydration free energies for
monatomic species are assumed to be small, the dominant
change from the adjustment of radii will be to theGpolar term.
For ions in particular, continuum results are very sensitive
to the choice of atomic radii. For example, GB results for
the (1 monatomic ions shown in Table 7 change by more
than 7 kcal/mol with only a 0.1 Å change in radius (1.5-
1.6 Å). The same change for(2 monatomics changes GB
results dramatically by more than 30 kcal/mol. Which radii
to employ for PBSA and GBSA continuum calculations is
the subject of considerable research.25,60-62

Conclusion
The primary goal of this study was to evaluate procedures
for the computation of free energies of hydration, in the
context of a general classical molecular mechanics force field,
for use in the simulation of protein-ligand binding and
virtual screening (docking). Improved computational proce-
dures continue to advance the utility of structure-based drug
design. Here, absolute free energies of hydration have been
computed using continuum PBSA and GBSA methods for
comparison with experimental results for a diverse set of
460 neutral compounds, 42 polyatomic ions, and 11 mona-
tomic ions. A systematic evaluation of eight different models
has revealed that continuum results for small organic

Table 6. Optimized Atomic SA Coefficients (γi Values)a Obtained Using Generalized Born (GB) Derived Gpolar Energies

type Gast MMFF94 AM1BCC AM1CM2 PM3CM2 MSK RESP ChelpG

Hc -0.00049 -0.00146 0.00129 0.00719 0.00588 0.00489 0.00484 0.00436
Ho 0.02765 -0.07826 0.25937 0.13669 0.12418 0.36583 0.35732 0.35663
Hs 0.29006 0.23719 0.30314 -0.48392 -0.40299 0.07870 0.09415 0.13314
Hn -0.04816 -0.02950 -0.02299 -0.02113 -0.02386 -0.01374 -0.01218 -0.01520
Hp -0.07575 0.06191 0.07913 0.54968 0.46106 0.01841 0.03414 0.02993
C -0.01537 -0.01529 0.01715 0.03967 0.03379 0.02164 0.01859 0.00328
N 0.01065 0.00709 0.10707 0.07294 0.10361 0.06938 0.06810 0.07333
O 0.01100 0.04920 0.02952 0.09624 0.09423 0.04269 0.03965 0.04760
F 0.02353 0.02559 0.02941 0.02826 0.02085 0.02082 0.01948 0.02374
P 1.50762 -0.30940 0.71401 -1.75879 -2.78904 0.47251 0.25635 0.40528
S 0.01889 0.03237 0.05437 0.15530 0.13185 0.04452 0.04131 0.03165
Cl 0.00536 0.00489 0.00662 0.00515 0.00913 0.00878 0.00784 0.00787
Br -0.00329 -0.00275 0.00466 -0.00130 0.00710 0.01492 0.01301 0.00786
I -0.00419 -0.00384 0.02054 -0.00733 -0.00400 0.01865 0.01703 0.00294
a Gnonpolar ) ∑γiSAi optimized using neutral (N ) 460) and charged (N ) 42) compounds.

Table 7. GBSA Results for Monoatomic Ions

ion
∆Ghyd

exptla
OPLS-AA

radiib
ABS
errorc

adjusted
radii

ABS
errorc

F- -107 1.540 4.54
Cl- -78 2.090 2.21
Br- -72 2.255 1.89
I- -63 2.700 2.26
Li+ -122 1.350 6.66 1.370d 4.62
Na+ -98 1.680 3.53
K+ -81 2.020 2.22
Mg2+ -456 1.455 22.89 1.515d 2.64
Ca2+ -381 1.735 16.01 1.785d 4.23
Fe2+ -456 1.515e 2.64
Zn2+ -485 1.435e 1.04

a See Supporting Information Table S1 for experimental references.
b From Jorgensen et al.32 c Absolute error for ∆Ghyd exptl - ∆Ghyd

calcd; calculated values obtained using eq 1 with Gnonpolar ) (0.00542
× SAtotal) + 0.92. d Adjusted from reference 32. e This work. Energies
in kcal/mol.
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molecules with partial charges based on one of three ab initio
methods consistently lead to the best overall correlation with
experimental results for both neutral and charged species
(Table 2; Figure 1). Correlation coefficients with the experi-
ment using MSK, RESP, and ChelpG charges with GBSA
yield r2 values between 0.69 and 0.73 and with PBSA yield
r2 values between 0.72 and 0.77. The semiempirical AM1BCC
model yields good results for neutral compounds with anr2

value of 0.70-0.74 and the lowest aue’s of all the models
tested (aue) 1.36-1.38). However, the use of semiempirical
(AM1BCC, AM1CM2, and PM3CM2) and empirical (Gast
and MFF94) charge schemes yielded mixed results dependent
on whether the compounds were charged or neutral (Table
2).

The computational results presented here clearly show that
correlations with experimental∆Ghyd values are independent
of which implicit solvation model (PBSA or GBSA) is
employed in the calculations. In all cases, the Hawkins
pairwise GB results are strongly correlated (overallr2 ) 0.94)
with the much more expensive PB calculations, provided that
identical coordinates, radii, and atomic charges are used
(Figure 1).

An examination of polar and nonpolar energy components
shows thatGnonpolar energies derived from molecule-based
SAs and standard conversion constants have no correlation
with experimental results for neutral compounds (Figure 3).
The lack of a universal SA constant stems from the erroneous
assumption that all exposed atoms contribute equally to
nonpolar energies. In the present work, improved correlations
with experimental results were obtained through simple
optimizations of atom-based SA constants using multiple
linear regression fits to the difference in experimental free
energies and polar energy terms obtained from continuum
calculations (Tables 4-6). On a case-by-case basis, using
atom-based SAi instead of molecule-based SA constants
significantly reduces both relative (r2) and absolute unsigned
errors (aue) with respect to the experiment by eliminating
any gross deficiencies a particular charge model may have
(Tables 4 versus Table 2). In particular, aue’s are substan-
tially reduced (Table 4), and systematic errors can be
corrected (Figures 4-5, black squares). As was the case using
standard SA constants, the best agreement with experimental
results using atom-based SAi constants was obtained with
ab initio partial charge models; improvedr2 values are
between 0.69 and 0.78 and 0.79-0.81 from GBSA and
PBSA calculations, respectively (Table 4).

Finally, studies that continue to assess the accuracy of
atomic partial charges and other force field parameters are
critically important for the field of computational structural
biology. The results here show both the strengths and the
weaknesses of various “Amber-like” approaches to force
fields for docking and screening. Hence, the results will be
of interest to those considering such calculations. The fact
that hydration energies calculated by other models (e.g.,
AMSOL or SGB/NP) show better agreement with experi-
mental results than those reported here is useful information
that may help researchers in their choice of computational
strategies. The primary motivation here was to determine
generally useful force-field parameters for estimating changes

in the free energy of hydration associated with molecular
recognition for use with MM-PBSA and MM-GBSA and
for docking calculations. On the basis of a comparison with
experimental∆Ghyd values for more than 500 diverse organic
molecules, MSK, RESP, or ChelpG partial atomic charges
obtained from ab initio calculations using 6-31G* wave
functions would be recommended for both charged and
neutral species if computational resources allow it. For
molecule libraries requiring partial charge assignments for
hundreds of thousands of compounds, the semiempirical
AM1BCC method would be recommended over the more
approximate alternatives tested.
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Abstract: The secondary structure propensities observed in protein simulations depend heavily

on the force field parameters used. The existing empirical force fields often have difficulty in

balancing the relative stabilities of helical and extended conformations. The resultant secondary

structure bias may not be apparent in short simulations at room temperature starting from the

native folded states. However, it can manifest itself dramatically at high temperatures and lead

to large deviations from experimentally observed secondary structure propensities. Motivated

by thermal unfolding simulations of several WW domains, which have a three-stranded â-sheet

structure, we chose the FBP28 WW domain as a well-characterized system to investigate several

AMBER force fields as well as parametrization of the NPSA (Neutralized, Polarized ionizable

side chains with a solvent-accessible Surface Area-dependent term) implicit solvent model. The

ff94 force field and two variants with altered parameters for the backbone torsion term were

found to convert the native â-sheet structure directly to a single helix at high temperatures,

whereas the ff96 force field produced significant non-native â-sheet content at high temperatures.

The ff03 force field was able to reproduce the â-sheet-coil transition and experimentally observed

unfolding pathways with both an explicit water solvent and the NPSA implicit solvent model at

relatively low temperatures. However, the protein domain became predominantly helical after

unfolding. Modification of the solvation parameter in the NPSA implicit solvent model was not

sufficient to remedy this problem. The results imply that the intrinsic secondary structure bias in

a force field cannot easily be solved by modifying a single parameter such as backbone torsion

potential or a solvation parameter of a solvent model. Nevertheless, the results show that the

AMBER ff03 force field together with an explicit solvent model or the NPSA implicit solvent

model is a useful tool for studying the unfolding of both R- and â-sheet structure protein domains,

and an integrative consideration of all force field parameters is likely to be necessary for a

complete solution.

Introduction
Empirical molecular mechanics force field parameters are
generally used for macromolecular modeling and simulation
due to the unaffordable computational cost of performing
ab initio quantum mechanics calculations. Widely used
molecular mechanics force fields include AMBER,1-4

CHARMM,5,6 GROMOS,7 and OPLS.8 These force fields
produce reasonable results for many studies. However,

because empirical force fields are parametrized by fitting to
experimental results and ab initio quantum mechanics
calculations for a limited number of small peptides or
nucleotides, difficulties exist when the parameters are applied
to proteins and nucleic acids. For this reason, force fields
are continually being improved on the basis of the increasing
understanding of proteins and nucleic acids and advances in
computational methodology and computer power. For ex-
ample, the AMBER force field has developed from ff94,1

ff96,2 and ff993 to the current ff03.4 In simulations of* Corresponding author e-mail: ting.wang@eml-r.villa-bosch.de.

140 J. Chem. Theory Comput.2006,2, 140-148

10.1021/ct0501607 CCC: $33.50 © 2006 American Chemical Society
Published on Web 12/08/2005



dynamic processes such as protein folding, unfolding, and
flexible docking, the accurate treatment of protein conforma-
tions and interactions is crucial. This requires accurate
parameters for both helical conformations and extended
conformations. Helical conformations are strongly dependent
on local interactions, e.g. i, i+4 hydrogen-bonding interac-
tions in theR-helix, whereasâ-sheet conformations are more
influenced by nonlocal (in sequence) interactions. Thus, it
is more difficult to modelâ-sheets. In addition, most of the
model peptide systems used to derive force field parameters,
such as polyalanine peptides, are systems that preferentially
sample helix-coil conformational space. As a consequence,
the existing force fields often show a bias toward over-
stabilizing R-helical and understabilizingâ-extended con-
formations.2,4,9-15 Many parameters can affect protein con-
formations, including atomic charges, nonbonded interaction
parameters, and backbone torsion (φ andæ) angle parameters.
Among these, backbone torsion (φ andæ) angle parameters
are the most directly related to protein secondary structure
formation and therefore often used to adjust the secondary
structure propensity of a force field. A number of force field
evaluations have been conducted by Garcia’s group10,13and
Pande’s group.11,16 The model peptides studied were helix-
coil transition systems, and helical propensity was the main
concern. A short 12-residueâ-hairpin tryptophan zipper was
studied by Simmerling and co-workers15 to evaluate the
AMBER ff94 and ff99 force fields, and the peptide was
found to convert to a stableR-helix at 550 K with both ff94
and ff99 force fields. Here, we evaluate the AMBER force
fields by simulation of a 3-strandedâ-sheet protein domain
to investigate the relative stability and the balance between
helical and extended conformations. As far as we know, this
investigation of the secondary structural conformational
preferences of different force fields is the first based on a
protein system that undergoesâ-sheet-coil transitions.

This paper was initiated by our study of the relative
stability of WW domains and their mutants by thermal
unfolding simulations carried out with AMBER force fields
and our NPSA (Neutralized, Polarized ionizable side chains
with a solvent-accessible Surface Area-dependent term)
implicit solvent model.17 WW domains are small 3-stranded
â-sheet protein domains with two signature tryptophan (W)
residues. Extensive experiments have shown that WW
domains undergo aâ-sheet-coil transition upon unfolding.18-22

However, in our early simulations with the AMBER ff94
force field, we observed that theâ-strands converted into
R-helices during high temperature simulations, independent
of the WW domain sequence. This result prompted us to
investigate the available AMBER force fields and compare
their performance in terms of unfolding behavior. Because
of this motivation, most simulations in this study are
conducted at high temperature to enable unfolding to occur
on computationally accessible time scale. Most of simulations
are conducted for the FBP28 WW domain, a WW domain
with an experimentally well-defined structure and compara-
tively high thermal stability. The folding/unfolding of this
domain has been extensively studied by NMR and CD
spectroscopy.18-22 The third strand was observed to be less
stable than the first two strands and to be lost first upon

unfolding. The folding/unfolding of FBP28 was observed
to be three-state.

Another motivation for this paper is concerned with solvent
models. Previous studies revealing the helix-favoring bias
in the AMBER ff94 and ff99 force fields and the extended-
favoring bias in the AMBER ff96 force field were done using
an explicit solvent model10,11,13,16,23,24or the generalized Born
implicit solvent model.9,23 In this paper, we also investigate
use of our NPSA implicit solvent model,17 which is com-
putationally advantageous compared to both the generalized
Born model and an explicit solvent model and gives good
results compared to other implicit solvent models in simula-
tions of a variety of proteins at 300 K.17 Therefore, the
evaluation of the ff94 and ff96 force fields was conducted
with the NPSA implicit solvent model only. For the newer
ff03 force field, we performed simulations with both the
NPSA implicit solvent model and an explicit solvent model.

Materials and Methods
The FBP28 WW domain folds into a twisted three-stranded
antiparallelâ-sheet structure with a melting temperature of
64 °C (337 K).22 In this study, we used the first structure in
the NMR ensemble (PDB entry 1e0l) of FBP28 WW domain.
It has 37 residues.

NPSA Model.The simulations of FBP28 were carried out
by using the AMBER7 program, modified to incorporate the
NPSA implicit solvent model. The NPSA model has been
demonstrated to be efficient for maintaining protein native
structures and flexibly docking proteins at 300 K.17 The
model uses a distance-dependent dielectric function (ε ) r),
but the partial charges of the ionized side-chains (residues
Glu, Asp, Lys, and Arg) and the N- and C-termini are
neutralized (N) and polarized (P), and a solvent-accessible
surface area (SA)-dependent term (∆G ) ∑σA) is added.
The modified charges (called NPSA charges) were param-
etrized based on the AMBER ff94 force field. The solvation
parameterσ was set as 0.012 kcal/mol‚Å2 for nonpolar
carbon and sulfur atoms and-0.06 kcal/mol‚Å2 for polar
nitrogen and oxygen atoms.

For the ff03 force field, we reparametrized the NPSA
charges for use with the new atomic partial charges in ff03
(see Table 1). With ff03, two different values of the solvation
parameterσ for backbone nitrogen atoms,-0.06 and-0.12
kcal/mol‚Å2, were tested and compared while retaining 0.012
kcal/mol‚Å2 for nonpolar carbon and sulfur atoms and-0.06
kcal/mol‚Å2 for polar oxygen atoms and side chain nitrogen
atoms.

Backbone Torsion Parameters.In addition to the stan-
dard ff94, we have studied four variants with altered
backbone torsion parameters: ff96,2 Simmerling’s param-
eters,9 Garcia’s parameters,10 and the ff03φ/æ parameters.
The backbone torsion potentials (C-N-CA-C (φ) and
N-CA-C-N (æ)) studied are plotted in Figure 1, except
for Garcia’s parameters in which the backbone torsion
potential is set to zero. Peptideφ/æ dihedral angle energy
terms are generally represented by a Fourier series of cosine
functions that contribute additively in a force field. Modifica-
tions take place in the coefficients and phases of the cosine
functions. From the plots in Figure 1, we can see that in
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ff94, helical regions are closer to the energy minimum than
extended regions, whereas in ff96, helical regions lie on the
energy maximum. In both Simmerling’s modification and
ff03, helical and extended regions are located intermediate
between the energy minimum and maxima.

Simulation Protocol. In simulations with the NPSA
implicit solvent model, the structures of FBP28 were first
energy minimized for 200 steps and then gradually heated
from 0 K to thedesired temperatures in 50 ps. They were
then simulated at that temperature with a temperature-
coupling constant of 1.0 ps. The bonds involving hydrogen
atoms were constrained by using the SHAKE algorithm. A
time step of 2 fs was used, and the nonbonded interactions
were updated every 10 time steps with a cutoff of 10 Å.

In simulations with an explicit water model, the structure
of FBP28 was solvated in a truncated octahedron TIP3P
water box with a minimal distance of 12.0 Å between the
boundaries of the box and the nearest protein atoms. 4391
water molecules were added to the system. The water
molecules were subjected to 2000 steps of energy minimiza-

tion, and then the whole system was energy minimized for
1000 steps. After energy minimization, the whole system
was subjected to a gradual heating from 0 K to thedesired
temperature in 50 ps and kept at that temperature with a
temperature coupling constant of 1.0 ps. The bonds involving
hydrogen atoms were constrained by using the SHAKE
algorithm. The time step was 2 fs, and the nonbonded
interactions were updated every 10 time steps with a cutoff
of 10 Å. The Particle Mesh Ewald (PME) method was used
for the long-range electrostatic interactions with the default
parameters. Constant volume was used in the first 300 ps,
and a constant pressure of 1.0 atm was used for the rest of
the simulation time.

The secondary structure element assignment was calculated
with the program STRIDE25 embedded in the software VMD
1.8.3.26

Results and Discussion
ff94, ff96. FBP28 was first simulated with the ff94 force
field and the original NPSA parameters at 430 K. The

Figure 1. The backbone torsion potentials (C-N-CA-C (φ) and N-CA-C-N (æ)) studied in this paper, include ff94,1 ff96,2

Simmerling’s,9 Garcia’s,10 and the ff034 force field. The backbone torsion potential is set to zero in Garcia’s modification and is
therefore not plotted in this figure. The red dots indicate the helical conformations ((φ,æ) ) (-60°, -40°)), and the black dots
indicate â-extended conformations ((φ,æ) ) (-120°, 140°)). In ff94, the helical regions are closer to the energy minimum than
extended regions, whereas in ff96, helical regions lie on the energy maximum. In Simmerling’s modification and ff03, both helical
and extended conformations are located intermediates between the energy minimum and maxima.

Table 1. Modified Partial Atomic Charges (e) for Ionized Side Chains and the N- and C-Termini Used in the NPSA Model
Based on the ff03 AMBER Force Fieldc

ASP GLU LYS ARG

ionizable side chains CG 1.3452 CD 1.3652 NZ -1.4504 NH1,2 -0.7858
OD1,2 -0.5804 OE1,2 -0.6740 HZ1,2,3 0.3946 HH1,2,3,4 0.3411
CB 0.0519 CG 0.0659 CE -0.1698 CZ 0.0655

HE 0.2262
NTERa H ) original charge + 0.1

N ) original charge - 1.3
CTERb O ) original charge + 0.2

C ) original charge + 0.6
a,b In the AMBER force field, the charges of the side chain atoms of ASP, GLU, LYS, and ARG are slightly different when they are terminal

residues. The modified charges of the side chains of these terminal residues are therefore slightly different from those listed above but were
assigned by following the same logic as in the reference paper.17 The full list of NPSA partial atomic charges is available in the Supporting
Information. c The side chains are neutralized and polarized in the NPSA model.
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simulation temperature 430 K is higher than the melting
temperature of FBP28 (337 K18,22), and the native 3-stranded
â-sheet structure was indeed lost. However, the protein did
not change to a random coil structure but gradually and
directly converted to a single helix in 20 ns as shown in
Figure 2. The plot in Figure 2 shows the time development
of the percentage of residues in extended (solid line) and
helical (dash line) conformations. Significant helices ap-
peared after ca. 1 ns and continued increasing to occupy the
whole protein. There was not even a transient coil state
between the initialâ-sheet structure and the finalR-helix
structure. This result is in disagreement with experiments18-22

where no structured protein was observed in the unfolded
states. The helical content of FBP28 was predicted to be
0.75% and 0% by the program Agadir27 and the Web server
PredictProtein,28 respectively. The overstabilization of helix
is apparent.

With respect to the unfolding pathway, the first two strands
were much more persistent than the third strand, and this
yielded a constant percentage of residues in extended
conformations between 1 ns and 8 ns in the plot in Figure
2. This is in agreement with the order of loss ofâ-strands
observed in unfolding experiments. Importantly, regardless
of the helical content, the long time persistence of the first

two strands implies an intermediate between folded and
unfolded states, which is consistent with the 3-state unfolding
behavior observed in experiments22 and previous unfolding
simulations of FBP28 WW domain with explicit water
solvent.21 Nevertheless, the substantial helical content pre-
vented the observation of a realistic unfolding pathway.

Several studies have reported that, by modifying backbone
torsion parameters,R-helix propensity can be reduced to
approach experimental values.3,9,10,15 These studies were
however based onR-helix-coil systems notâ-sheet-coil
systems. We tried two of the backbone torsion parameter
variants9,10,15suggested by Simmerling and co-workers9 and
by Garcia and co-workers,10 respectively. The backbone
torsion potential with Simmerling’s parameters can be seen
in Figure 1; both helical and extended regions lie between
the energy minimum and maxima. Garcia’s modification
entails simply zeroing out the backbone torsion potential.
Figure 3 shows the time development of the percentage of
residues in extended (left) and helical (right) conformations
with different backbone torsion parameters (φ/æ) applied to
the ff94 force field together with the original NPSA implicit
solvent model at 430 K. The 3-strandedâ-sheet native
structure ultimately converted to single helices in all simula-
tions although with different conversion speeds. The simula-
tions with the four different backbone torsion parameters
yielded very similar profiles of the time development of the
percentage of residues in extended and helical conformations.
This result indicates that, in the context of the ff94 force
field, these modifications of backbone torsion parameters
alone cannot rectify the overstabilization of helical confor-
mations.

However, the situation changed dramatically when we
switched to the ff96 force field, which differs from ff94 only
in the backbone torsion parameters. They were reparam-
etrized to improve the stability ofâ-extended structures.2 In
Figure 1, we can see that helical regions lie on the energy
maximum in the backbone torsion potential in the ff96 force
field. In the simulations with ff96, the 3-strandedâ-sheet of
FBP28 was very stable, and complete unfolding occurred
only at a highly elevated temperature of 600 K. Figure 4

Figure 2. The 3-stranded â-sheet native structure of FBP28
gradually converted to a single helix when simulated at 430
K with the NPSA model and the ff94 force field. The right-
hand plot shows the time development of the percentage of
residues in extended (solid line) and helical (dash line)
conformations. Significant helices appeared after ca. 1 ns and
continued growing to occupy the whole protein. There was
not even transient loss of helical content.

Figure 3. Time development of the percentage of residues in extended (left) and helical (right) conformations in the simulations
of FBP28 with different backbone torsion parameters (φ/æ) applied to the ff94 force field together with the NPSA implicit solvent
model at 430 K. black: ff94; red: Simmerling’s; green: Garcia’s; blue: (φ/æ) parameters extracted from ff03. The 3-stranded
â-sheet native structure ultimately converted to single helices in all simulations although with different conversion speeds.
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shows the representative structures of FBP28 in a 10-ns
simulation at 600 K and the time development of the
percentage of residues in extended (solid line) and helical
(dash line) conformations. The 3-strandedâ-sheet native
structure unfolded in the first 1.3 ns, and afterward non-
nativeâ-sheet structures appeared as the main populations.
From 5.8 ns to 6.5 ns, the whole structure became a long
3-strandedâ-sheet. Only negligible transient helical confor-
mations appeared. This result indicates the overstabilization
of extended conformations in the ff96 force field, as observed
in other studies using an explicit solvent model.16,24Although
very short, the first 1.3 ns of the trajectory of FBP28
exhibited the unfolding pathway observed in experiments,21

that is the early loss of the third strand followed by the loss
of the first two strands.

ff03. With the recent distribution of the AMBER8.0
program, the ff03 force field4 became available. The differ-
ences between ff03 and ff94 are in the atomic partial charges
and backbone torsion parameters. The backbone torsion
potential plot in Figure 1 shows that both helical and
extended regions lie intermediate between the energy mini-
mum and maxima.

We reparametrized our NPSA charges to be consistent with
the new partial atomic charges. See Table 1 for the new

NPSA charges. We conducted simulations for FBP28 at three
different temperatures: 370 K, 430 K, and 500 K. At each
temperature, three 20-ns runs were performed with different
heating speeds to the desired temperature. At 370 K, the
three-strandedâ-sheet structure was stable and conserved
throughout the three 20-ns simulations.

At 430 K, the structure partially unfolded during one of
the three 20-ns simulations with the third strand swinging
out first and then the first two strands separating. Complete
unfolding occurred in the other two 20-ns simulations. The
left-hand plot in Figure 5 shows the time development of
the percentage of residues in extended (solid line) and helical
(dash line) conformations in one of the two complete
unfolding simulations at 430 K. Although notable helical
conformations were still present in the trajectories, they were
discontinuous until unfolding completed and all strands were
lost. The time development of the percentage of residues in
extended conformations exhibits three steps: (1) the full
native 3-stranded structure (ca. 0-5 ns), (2) the full
maintenance of the first two strands with the absence of the
third strand (ca. 5-12 ns), and (3) the partial maintenance
of the first two strands (ca. 12-18 ns). The last two steps
together imply an intermediate between the folded and
unfolded states, which is consistent with the 3-state unfolding

Figure 4. Representative structures of FBP28 in a 10-ns simulation with the NPSA model and the ff96 force field at 600 K. The
right-hand plot shows the time development of the percentage of residues in extended (solid line) and helical (dash line)
conformations. The 3-stranded â-sheet native structure unfolded in the first 1.3 ns and afterward non-native â-sheet structures
appeared as the main populations. From 5.8 ns to 6.5 ns the whole structure became a long 3-stranded â-sheet. Only negligible
transient helical conformations appeared.

Figure 5. Time development of the percentage of residues in extended (solid line) and helical (dash line) conformations in the
simulations of FBP28 with the NPSA model and the ff03 force field at 430 K (left) and 500 K (right). Although notable helical
conformations are present in the trajectories, they are discontinuous until unfolding completed, losing all strands. In the left plot
at 430 K, the time development of the percentage of extended conformations exhibits three steps: (1) the full the native 3-stranded
structure (ca. 0-5 ns), (2) the full maintenance of the first two strands and the absence of the third strand (ca. 5-12 ns), and
(3) the partial maintenance of the first two strands (ca. 12-18 ns). This enabled the observation of a clear unfolding pathway:
the early loss of the third strand followed by the loss of the first two strands.
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behavior of FBP28 observed in experiments22 and previous
MD unfolding simulations with an explicit solvent model.21

The transient nature of the helical content enabled the
observation of a clear unfolding pathway: the persistence
of the first two strands with the absence of the third strand
and then the absence of all the strands in a predominant
coiled structure. These results indicate that the ff03 force
field has lower helix preference than the ff94 force field and
a lowerâ-extended preference than the ff96 force field. The
ff03 force field indeed has a better balance betweenR-helical
and â-extended conformations than both ff94 and ff96, as
stated in its reference paper.4 We believe that the better
balance comes from the new atomic charges as replacing
the torsion parameters in ff94 with those in ff03 alone did
not achieve such a result (see the blue lines in Figure 3).

At 500 K, unfolding was much quicker than at 430 K.
The unfolding pathway was blurred by the significant
fluctuation of the extended residues, and the helical content
increased to more than 50% at ca. 2.4 ns (see the right-hand
plot in Figure 5).

Despite the significant improvement of ff03 over ff94 and
ff96, the overbiasing toward helical conformations still exists.
To ensure that the effect of the implicit solvent model did
not result in those biases, we conducted simulations with
explicit water molecules for FBP28 at 430 K and 500 K.
Figure 6 shows the time development of the percentage of
residues in extended (solid line) and helical (dash line)
conformations in a 45-ns trajectory at 430 K and a 16-ns

trajectory at 500 K. The profiles are very similar to those
with the NPSA model shown in Figure 5. Notable helical
conformations are present in the trajectories but discontinuous
until complete unfolding. After unfolding, helical conforma-
tions became the main population. Another similarity be-
tween simulations with the NPSA implicit solvent model and
the explicit solvent model (Figures 6 and 5) is that the
unfolding pathway is clearer at 430 K than at 500 K because
of the shorter unfolding time and significant extended residue
fluctuation at 500 K. Figure 7 shows the time development
of the φ/æ distributions of the middle residues of the three
native strands: Glu10, Tyr20, and Ser28, respectively, in
the 500 K simulation. It is evident that all three residues
converted from extended starting conformations to helical
conformations at the end. The conversion of Ser28 in the
third strand occurs earlier than that of Glu10 and Tyr20 in
the first and the second strands. This is consistent with the
lower stability of the third strand.

For comparison, we also conducted the same simulations
for another WW domain, the YAP65 WW domain, which
is less thermostable than FBP28.18 The force field parameters
in ff94, ff96, and ff03 showed similar effects for YAP65
and FBP28, although YAP65 exhibited less thermal stability
by unfolding at lower temperatures (data not shown).

In addition, we simulated a 20-residue helical protein, the
trp-cage miniprotein (PDB entry 1L2Y), with the NPSA
implicit solvent model and the ff03 force field. The trp-cage
protein folds into anR-helix and a short 3-10 helix with a

Figure 6. Time development of the percentage of residues in extended (solid line) and helical (dash line) conformations in the
simulations of FBP28 with an explicit water solvent and the ff03 force field at 430 K (left) and 500 K (right). Similar to Figure 5
from the implicit NPSA solvent model, notable helical conformations are present in the trajectories but discontinuous until after
complete unfolding. After unfolding, helices are the main secondary structure population. Another similarity between Figures 6
and 5 is that the unfolding pathway is clearer at 430 K than at 500 K because of the shorter unfolding time and significant
fluctuation of the percentage of extended residues at 500 K.

Figure 7. φ/æ distributions of the Glu10, Tyr20, and Ser28 residues of FBP28 in the simulation with explicit water solvent and
the ff03 force field at 500 K. Glu10, Tyr20, and Ser28 are the middle residues of the first, the second, and the third strands in
the native structure, respectively. The colors show the simulation time: beginning (green) to end (red).
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melting temperature of 42 degrees (315 K).29 Our simulations
were carried out at 5 different temperatures of 300 K, 315
K, 340 K, 370 K, and 500 K for 20 ns. At 300 K, both the
secondary structure and the hydrophobic contacts between
the residues in the trp cage were well maintained. Unfolding
occurred on this time scale when the temperature was
increased to 500 K, with the unstructured C-terminal segment
separating from the helical N-terminal segment accompanied
by the early loss of the short 3-10 helix. These results
indicate that the reparametrized NPSA charges for the ff03
force field can maintain the protein native structures at room
temperature and reproduce experimentally observed loss of
structure at high temperatures for bothâ-sheet proteins and
helical proteins.

We have investigated the effect of backbone torsion
parameters in the context of the ff94 force field and the effect
of the combination of backbone torsion parameters and
atomic partial charges in the ff03 force field. The results
demonstrated the superiority of the latter in terms of
improving the balance between helical and extended con-
formations. Recently, Pande and co-workers11 reported a
result from the interplay between turning off the torsion
potential, 1-4 charge-charge interactions and 1-4 van der
Waals interactions for a helix-coil transition system. They
found that the effects of these factors are complex being
force-field dependent and nonadditive. This also implies that
the improvement of empirical force fields is complex, and
alteration of one parameter may require the modification of
other parameters.

Solvation Parameterσ in the NPSA Model. Although
there is no evidence to show that water plays a specific
structural role in the folding/unfolding process of WW
domains, the solvent properties and the treatment of solvent
effects can affect the free energy landscape of folding/
unfolding. Helical and extended conformations show differ-
ent extents of solvent exposure. Explicitly including water
molecules in a simulation is a natural and rigorous but
computationally expensive way to account for solvent effects.
Implicit solvent models use approximations to gain compu-
tational efficiency but suffer from less accuracy. When
comparable results can be achieved, implicit solvent models
are more attractive because of their high computational
efficiency. For the 37-residue FBP28 WW domain, a 20-ns
run on 4 Intel Pentium 4/2.4 GHz processors required 1.5
days with the NPSA implicit solvent model compared with
1 month with an explicit solvent model.

The solvent accessible surface area-dependent term in the
NPSA model is designed to account implicitly for solvation
effects. The solvation parameterσ can tune the extent of
atomic exposure to solvent by being more negative for more
exposure and more positive for more burial. Backbone
nitrogen atoms are more exposed in aâ-extended structure
than in anR-helical structure. This means that setting a more
negative solvation parameterσ to backbone nitrogen atoms
might lead to stabilization ofâ-extended structures. We thus
modified the solvation parameterσN_boneof backbone nitrogen
atoms from the original-0.06 kcal/mol‚Å2 to -0.12 kcal/
mol‚Å2. We first conducted 20-ns simulations at 300 K for
three runs with different heating speeds. For comparison,
we also conducted simulations with an explicit water model
at 300 K. The three-strandedâ-sheet native structure was
maintained very well with both the explicit water model and
the modified NPSA model. The only difference was in the
C-terminal residues Gln34, Glu35, and Leu36. These three
residues formed a stable non-native 3-10 helix in all three
trajectories with the explicit water model, whereas they
sampled both extended and helical conformations with the
modified NPSA model. Theφ/æ distributions of the three
residues in the three trajectories of each model are shown in
Figure 8. We can see that the three residues mainly sampled
helical regions with the explicit solvent model, whereas, with
the modified NPSA model, the three residues mainly sampled

Figure 8. φ/æ distributions of the C-terminal residues Gln34,
Glu35, and Leu36 of FBP28 in the simulations with the ff03
force field at 300 K. Black dots: with explicit water solvent;
red dots: with σN_bone ) -0.12 kcal/mol‚Å2 in the NPSA model.
The data for each model are from three 20-ns trajectories with
different heating speeds to 300 K.

Figure 9. φ/æ distributions of the Glu10, Tyr20, and Ser28 residues of FBP28 in the simulation with σN_bone ) -0.12 kcal/mol‚Å2

in the NPSA model at 430 K. Glu10, Tyr20, and Ser28 are the middle residues of the first, the second, and the third strands in
the native structure, respectively. The colors show the simulation time: beginning (green) to end (red).
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the diagonal extended regions. In the NMR ensemble of 10
structures, the three C-terminal residues are either extended
or coiled.

To investigate the performance of the modified NPSA
model in unfolding simulations, we conducted 20-ns simula-
tions at 430 K for three runs with different heating speeds.
The three-strandedâ-sheet native structure was lost in all
three runs, and the remaining structural content was diverse
with both non-native strands and helices existing. However,
the loss of the native structure in the three runs did not exhibit
an unfolding pathway consistent with experimental data.
Figure 9 shows the time development of theφ/æ distributions
of the middle residues Glu10, Tyr20, and Ser28 in the three
native strands in one of the three 20-ns trajectories. The
colors show the simulation time: beginning (green) to end
(red). We can see that both Glu10 and Tyr20 moved to
helical regions by the end of the simulation and Glu10 was
faster than Tyr20 whereas Ser28 moved to corner extended
regions. This reveals that the modified solvation parameter
σN_bone ) -0.12 kcal/mol‚Å2 is not sufficient to prevent
conversion to helical conformations and, at the same time,
that the relative stabilities of the three strands were changed
and became inconsistent with experimental data.

The lack of the expected improvement with the modified
solvation parameter aiming at stabilizing extended conforma-
tions by increasing the solvent exposure of backbone nitrogen
atoms indicates again that the intrinsic helix preference
problem in AMBER force fields cannot be easily solved by
refining a single parameter. In addition, we found that the
modification of the solvation parameter in the NPSA model
did not yield notable changes to the simulations for the helical
trp-cage protein at both room temperature and higher
temperatures. This indicates that the AMBER ff03 force field
with the NPSA model is more robust for helical proteins
thanâ-sheet proteins.

Conclusions
We have investigated several generations of the AMBER
force field for simulation of a native 3-strandedâ-sheet
protein domain (along with several other small protein
structures). The widely used ff94 force field and two
backbone torsion potential variants were found to destabilize
the â-sheet structure by directly converting it to anR-helix
at high temperatures with the NPSA implicit solvent model.
In contrast, the ff96 force field resulted in a highly elevated
unfolding temperature and substantial non-nativeâ-sheet
structures with the NPSA implicit solvent model. These
results are in agreement with previous studies revealing the
helix-preference in the ff94 force field and theâ-sheet
preference in the ff96 force field with both an explicit solvent
model and the generalized Born implicit solvent model. The
newer ff03 force field showed much lowerR-helix propensity
compared to ff94 and lowerâ-strand propensity compared
to ff96. More importantly, the ff03 force field allowed the
observation of the experimentally observed unfolding path-
way of the three-strandedâ-sheet protein FBP28 with both
the NPSA implicit solvent model and explicit water model.
However, the ff03 force field still favors helical conforma-
tions in unfolded states. A modification of the solvation

parameter of backbone nitrogen atoms in the NPSA model
did not improve the results. This investigation also suggests
that one should consider the integrative effects of all the force
field parameters to improve the secondary structure balance
of a force field.
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Abstract: Calculation of the lattice energy of organic crystals is needed for predicting important

structural and physicochemical properties such as polymorphism and growth morphology.

Quantum mechanical methods that can be used for calculating typical organic crystals are unable

to fully estimate van der Waals energies in a crystal. A method by augmenting the density

functional theory with an analytical, nonelectronic approach for accounting for the dispersion

energy was tested for selected organic crystals. The results illustrate the feasibility of this method

for the prediction of the lattice energy of organic crystals. It is also shown that the dispersion

energy is a dominant component of the lattice energy, particularly for those organic crystals

that have no hydrogen bonds.

Introduction
Organic or molecular crystals play a central role in the
pharmaceutical and fine chemical industry. Their structures
and particulate properties greatly affect the handling and
processing of materials and considerably control the perfor-
mance of final products.1 Because of the relatively weak
intermolecular interactions, organic crystals are susceptible
to the formation of polymorphs due to a change or disruption
in the crystal growth environment.2 Solvents, additives,
impurities, supersaturation, and temperature are among key
factors that affect how organic molecules pack in the solid
state. Crystal packing of the same molecules may vary
dramatically, resulting in different physical and chemical
properties. Lattice energies of different polymorphs, however,
can have similar values, making the prediction a very
challenging task.3 Consequently, calculation of the lattice
energy not only offers a possible way for polymorph
prediction but may also help understand the supramolecular
chemistry and self-assembly during the nucleation and crystal
growth processes.

A few methods can be used for calculating the lattice
energy of molecular crystals. One often used is molecular

mechanics based upon empirical force fields, which are
constituted by a set of analytical equations using the positions
and types of atoms as well as their bonding information for
estimating interatomic interactions with the help of empirical
parameters. Many have been developed for small molecules
and biomolecules, such as Amber4 and Dreiding.5 Several
potential models have been developed for periodic systems.6

Nonetheless, being a totally empirical method, a force field
has inherited difficulties for providing reliable energy estima-
tions, especially for those structures that vary greatly from
those used to develop the force field. Because the lattice
energy of molecular crystals is relatively small, in particular,
the difference between polymorphs can be as small as 2 kJ/
mol,2 or even smaller, which is beyond the typical accuracy
of force-field based methods, calculating the lattice energy
with force fields alone may pose a significant challenge for
the polymorph prediction.

Quantum mechanical methods, on the other hand, may be
capable of producing highly accurate energy estimations for
a molecular system. However, one of the biggest challenges
for calculating organic crystals in practice stems from the
difficulty of fully considering the long-range van der Waals
(vdW) energy.7-9 As a quantum-mechanical phenomenon,
vdW energies indicate mutually induced or correlated mo-
tions of electrons by the Coulomb interactions between
atoms, even when the atoms are distantly apart.7 The
Hartree-Fock (HF) theory considers no such correlation
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energies; the density functional theory (DFT),10-12 in prin-
ciple, gives the exact description of ground-state energy,
including the vdW energy. However, practical implementa-
tions relying on estimation strategies for the exchange-
correlation functionals, including local density approximation
(LDA)11 and generalized gradient approximation (GGA),13-15

cannot satisfyingly predict the vdW energies.8 Using local-
ized electron densities or their gradients fails to reproduce
the physics of vdW interactions at large separations between
atoms where there is little or no overlap of their electron
densities. Higher-level quantum mechanical theories, such
as MP2 (second-order Møller-Plesset perturbation theory16),
are able to do a better job in considering the vdW energies,
but they are very computationally demanding, making their
applications for organic crystals impractical (except for a
few simple crystal systems, such as C2H2 and CH3OH17,18).

There have been many efforts for improving the quantum
mechanical methods to account for the long-range vdW
energies, including the introduction of vdW functionals to
the traditional DFT methods.7,19 One interesting approach
among the efforts for the practical calculation of intermo-
lecular interactions is to augment the HF and DFT methods
with analytical models of vdW potentials parametrized
empirically, in a similar way as those being used in molecular
mechanics.20 The augmentation, not part of the electronic
calculations and only based on positions and types of nuclei,
accommodates the quantum mechanical methods posteriorly
through the adjustment of the empirical vdW models. It was
applied to the HF21-23 and recently to the DFT.9 It appears
to be a practical and flexible approach for considering the
vdW energies at large interatomic distances but to damp or
tune down at small distances where the HF or DFT takes
over and can carry out reliable calculations of intermolecular
energies.

Because the London dispersion force is a major, universal
contributor to the vdW force,24 dispersion energy is often
equally quoted as the long-range vdW energy. It is argued,
however, that the vdW interactions also include the Keesom
force (due to the orientation effect between permanent
dipoles) and the Debye force (due to the induction effect
between a permanent dipole and an induced dipole),24 which
may be trivial as compared to the dispersion force. For our
purpose to study the lattice energies of organic crystals, we
will use the two concepts, dispersion energy and long-range
(attractive) vdW energy, exchangeably.25 As the lattice
energy of an organic crystal consists of short-range, elec-
trostatic, induction (polarization), and dispersion energies,26

the dispersion energy is believed to be significant, especially
for crystals with no hydrogen bonds present. In this study,
we present calculation results of lattice energies of selected
organic crystals by using the empirically augmented DFT
method and discuss possible future improvements.

Methodology
Lattice energy,Elatt, of an organic crystal is the energy
difference between the bulk crystal,Extal, and isolated
molecule,Emol, of the same compound:

It is the energy requirement for vaporizing a crystal,
representing the cohesive or intermolecular interactions in
the solid state. Negative values of lattice energy indicate
attractive intermolecular interactions of a crystal. Conversely,
positive values indicate repulsive interactions. The calculation
of lattice energy of selected organic crystals was carried out
in two separated steps. Nondispersive energies were calcu-
lated by DFT first, followed by estimation of the dispersion
energy with an empirical method.

For selected organic crystals, their crystal structures were
obtained from Cambridge Structural Database.27 Single-point
energy calculations were conducted with DFT after the
structural optimization where lattice parameters were kept
the same as experimental values, while the system energy
was minimized with respect to the fractional coordinates of
atoms. DFT with B3LYP exchange-correlation functional13,28

was used for the structural optimization and energy calcula-
tion. When calculating the energy, the basis set superposition
error (BSSE)29 was considered by the counterpoise method.30

Fifty ghost atoms were typically placed around each atom
within 5 Å in order to obtain acceptable BSSE corrections.
Furthermore, the single molecule of each compound was
optimized independently with the DFT-B3LYP method so
that the possible energy reduction due to conformational
change of the molecule from the solid state to the gas phase
could be considered. The effect of basis sets was studied as
well. A periodic ab initio program, Crystal 03,31 was used
for the optimization and single-point electronic calculations.
The energy convergence of the structural optimizations and
single-point electronic calculations was set as 10-7 Hartree.
The root-mean-squares (RMS) of energy gradient and atomic
displacement were set to 0.0003 and 0.0012 atomic units,
respectively. All calculations were performed on a 16-CPU
Linux cluster.

The dispersion energy between a pair of atoms at long
range can be evaluated by a power series of the interatomic
distance,R26

wheren are even numbers, andCn are dispersion coefficients.
The first term,C6R-6, is the dominant contribution, repre-
senting the instantaneous dipole-instantaneous dipole interac-
tion,8 and is often used in practice as the only term of
dispersion energy. The subsequent terms (C8R-8, C10R-10,
etc.) are attributed to interactions between higher-order
fluctuating multipole moments.

To preserve the true nature of dispersion energy that is
not infinite atR ) 0, a damping function is often used to
correct the power series in eq 2 for calculating the dispersion
energy.26 A general form of the damping functions remains
one at long range and decays to zero whenR ) 0. Various
types of damping functions have been reported.9,21,23,32,33In
this study, the form of dispersion energy is give by

Elatt ) Extal - Emol (1)

Edisp(R) ) - ∑
n)6

∞

CnR
-n (2)

Edisp(R) ) - fd(R)C6R
-6 (3)
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where the damping function,fd(R), may take the following
forms9

whereRm is the damping radius, taken as the sum of atomic
van der Waals radii34 of the pair of atoms. The coefficients,
D1 andD2, are associated with the quality of the damping
functions; they were assigned to 23.0 and 3.54, respectively,
by Wu and Yang.9 Eq 5 was used by Mooij et al as well but
with D2 as 7.19.35 Other formats of damping functions
include one by Elstner et al33

whereD3 was assigned as 3.0. These three damping functions
are shown in Figure 1, along with their effects on a general
C6R-6 term. It appears that the damping strength by eq 6 is
between those by eqs 4 and 5 with eq 4 being the strongest.
All these functions were tested in this study.

Accurate values of intermolecularC6 coefficients can be
obtained experimentally from the dipole oscillator strength
distributions36,37 or computationally from the frequency-
dependent polarizabilities.38,39It is not a trivial task, however,
to decompose the intermolecularC6 coefficients into inter-
atomic C6 coefficients. Most often, interatomicC6 coef-
ficients are produced by data fitting, either directly to
intermolecularC6 coefficients9 or indirectly to molecular

polarizabilities.20,40 In this study, the interatomicC6 coef-
ficients reported by Wu and Yang were used without
modification in our calculations of dispersion energies. In
their method,9 interatomicC6 coefficients were obtained by
least-squares fitting to intermolecularC6 coefficients that
were accurately determined experimentally.36,37 It was as-
sumed that an intermolecular coefficient was the additive
sum of interatomic coefficients of all atom pairs of the
molecules. It was also assumed that different molecules could
use the same set of atomicC6 coefficients. Their tests of
evaluating molecular pairs indicated that the interatomicC6

coefficients developed in their study were able to produce
satisfying results for augmenting the DFT method. Nonethe-
less, it is argued that these empirically derived interatomic
dispersion coefficients, generalized over atom types, may be
limited and inflexible in dealing with other systems in which
the molecular environment is greatly varied from the training
sets.41

In this study, dispersion energies of bulk crystals were
evaluated atom-atom pairwisely with eq 3. The cutoff
distance for considering an atom pair was set to 25 Å, which
only had a difference of 0.01 kJ/mol or less when compared
to energy values calculated without any cutoff. Urea and
benzene were used for evaluating the effects of basis sets,
BSSE, and conformational change of molecules between the
crystal and gas phase. Thirty-three organic crystals were
selected for testing the method. Experimentally determined
sublimation enthalpies of these compounds available in the
literature were used for providing experimental estimates of
calculated lattice energies. Sublimation enthalpy,∆Hsub(T),
and lattice energy,Elatt, are related to each other by the
following equation

whereT is the temperature at which the sublimation enthalpy
is measured,E0 is the zero-point energy, and∆Cp is the
difference in heat capacity between the gas and solid phases.
As the sublimation enthalpy of a crystal is typically
determined from its vapor pressures at different temperatures,
using the above equation to derive the lattice energy is
practically difficult.∆Cp is temperature-dependent; the heat
capacity of solids is very small at low temperature, requiring
more than routine instrumental methods. The equation
implies that the lattice energy is a quantity determined at
the absolute zero, disregarding the thermal contributions. By
ignoring the zero-point energy (normally less than 1% of
Elatt

42) as well as making assumptions that the gas phase is
ideal and contributions from intramolecular vibrations are
equal in the solid and gas phases, an approximation form to
derive lattice energy from sublimation enthalpy is given by43

whereR is the gas constant. In this study, experimental values
of lattice energies were estimated by the above equation from
literature data of sublimation enthalpies.

Results and Discussion
Using the DFT-B3LYP/6-31G** method, the lattice energy
of urea was calculated as-95.14 kJ/mol. The conformational

Figure 1. Plots of the three damping functions (a) and their
influences on the van der Waals interaction (b).

fd(R) ) 1

1 + exp[- D1( R
Rm

- 1)]
(4)

fd(R) ) (1 - exp[-D2( R
Rm

)3])2
(5)

fd(R) ) (1 - exp[-D3( R
Rm

)7])4
(6)

∆Hsub(T) ) -Elatt - E0 + ∫0

T
∆CpdT (7)

∆Hsub(T) ) -Elatt - 2RT (8)
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change alone of urea from the crystal to gas phase accounted
for 20.09 kJ/mol. The symmetry,C2V, of urea in the solid
state was reduced toC2 during the optimization of the single
molecule, the most stable conformer in the gas phase.44 If
the symmetry was kept, the energy contribution of the
conformational change was 12.88 kJ/mol instead. Therefore,
full optimization of single molecules in the gas phase seems
to be essential and was carried out for other crystals as well
in this report. The BSSE that was associated with DFT-
B3LYP/6-31G** was estimated with 94 ghost atoms as 32.00
kJ/mol. After considering the BSSE, the lattice energy of
urea calculated by DFT was-63.14 kJ/mol. Furthermore,
based on the optimized urea crystal structure, dispersion
energies were calculated by eq 3 with the three damping
functions defined by eqs 4-6 as -39.03, -57.09, and
-43.30 kJ/mol, respectively. Added together from values
calculated by DFT and each of the three analytical methods,
lattice energies were-102.17,-120.23, and-106.44 kJ/
mol. The experimental value of sublimation enthalpy of urea
was reported as 98.6 kJ/mol,45 leading to its lattice energy
estimated by eq 8 as-103.6 kJ/mol. The calculation results
of the lattice energies appear to be acceptable, particularly
using the dispersion energies calculated by the damping
functions, eqs 4 and 6. More importantly, it is clearly
indicated that the lattice energy calculated by DFT alone is
greatly underestimated. In the case of urea, the dispersion
energy accounts for about 40% of the total lattice energy.

The effect of basis sets was studied with urea and benzene.
Lattice energies of urea calculated by DFT-B3LYP with
6-21G, 6-21G**, 6-31G, 6-31G**, 6-311G, and 6-311G**
after BSSE corrections of 86.72, 88.41, 34.92, 32.00, 27.64,
and 28.69 kJ/mol were-79.50,-54.96,-80.88,-63.14,
-81.24, and-59.54 kJ/mol, respectively. The absolute
values of nondispersive energies were significantly smaller
by the polarized basis sets (6-21G**, 6-31G**, and 6-311G**)
than those by the nonpolarized basis sets (6-21G, 6-31G,
and 6-311G). This resulted in the fact that the polarized basis
sets had the total energy of the single molecule decreased
more than that of the crystal. The less sensitive effect by
the Gaussian type basis sets on the energies of periodic
systems stems from the “real” basis sets used in the
calculation being Bloch functions, which have the periodicity
of the crystal lattice and have their “local” functions built
up with linear combinations of the Gaussian type basis sets.
For the same reason, extended basis sets with diffuse orbitals
can cause numerical instabilities and are suggested not to
be used. Moreover, lattice energies of benzene calculated
with 6-21G, 6-21G**, 6-31G, 6-31G**, 6-311G, and
6-311G** after BSSE corrections of 27.33, 28.26, 18.15,
18.93, 9.02, and 8.45 kJ/mol were 13.78, 13.83, 16.26, 15.47,
17.43, and 16.41 kJ/mol, respectively. Positive values imply
repulsive intermolecular interactions (without the consider-
ation of dispersion energy). Polarized basis sets gave similar
energy values and trend lines as those by nonpolarized basis
sets, likely due to the nonpolar feature of the benzene
molecule. It is interesting to note that the HF/6-21G** and
HF/6-31G** gave smaller BSSE values of urea and benzene
than ours.46 Balancing the accuracy and computing time,

therefore, the 6-21G** basis set was used for the calculations
of other organic crystals.

Table 1 lists the results of lattice energies of 33 organic
crystals, including nondispersive energies calculated by DFT-
B3LYP/6-21G** with the BSSE correction, dispersion
energies by the three damping functions, and experimental
values of sublimation enthalpy and derived lattice energy
data. The reference codes of the crystals and the temperatures
under which crystals structures were determined are listed
in Table 2. Dispersion energies calculated with the damping
function, eq 6, produced absolute values between larger ones
by eq 5 and smaller ones by eq 4 and gave the closest lattice
energies to experimentally derived data. From the percentage
in the lattice energies, the dispersion energies are a major
component of intermolecular interactions of the organic
crystals. Cyanamide in Table 1 has the smallest value, 42%,
which is already a significant number. Most crystals that have
hydrogen bonds have the dispersion energy between 40 and
65% of their lattice energies. The percentage is significantly
higher for crystals that have no hydrogen bonds between their
molecules in crystal. For those crystals whose percentages
of dispersion energy are more than 100%, their nondispersive
energies (EDFT + BSSE) are positive, meaning that the
conformation of individual molecules in the crystals is likely
to be energy-unfavorable due to close contacts. It can be
further noticed that the crystals that have positive or very
absolutely small nondispersive energies have no hydrogen
bonds. The integrity of the crystals is likely to be kept solely
by the dispersion energy. It should be noted that the
optimization of crystal structures was carried out without
the consideration of dispersion energy; it was done purely
based on nondispersive energies. It is believed that the
nondispersive energies calculated by DFT in an organic
crystal are responsible for the conformation of individual
molecules, while the dispersion energy plays a key role in
deciding the volume of unit cell, especially for a crystal that
has no hydrogen bonding. In fact, compared to the system
energy of a crystal calculated by DFT, the dispersion energy
is trivial (e.g., the dispersion energy is about 3× 10-5 of
the total DFT energy of urea). It is very likely that the
introduction of dispersion energy during the structural
optimization of a crystal may have little influence on the
fractional coordinates of atoms, but affect the lattice con-
stants. Consequently, the lattice constants of a crystal were
kept the same as the experimental values during optimiza-
tions. As shown in Table 2, the root-mean-square (RMS)
values due to the optimization of atomic Cartesian coordi-
nates of all crystals studied are small, indicating that the
optimization method is sound and the exclusion of dispersion
energy is acceptable. The major contribution to the RMS
values appears to be a result of position changes of H atoms.
This is not surprising since most X-ray diffraction measure-
ments are not able to directly determine fractional coordinates
of H atoms. Thus, it is thought that during the optimization,
especially when the lattice parameters are kept constant and
the space group is maintained, the close contacts or short-
range interactions between atoms, not the long-range, col-
lective van der Waals energy, play a more important role in
determining the fractional coordinates of atoms. Still, the

152 J. Chem. Theory Comput., Vol. 2, No. 1, 2006 Feng and Li



full optimization by considering the dispersion energy is
necessary for correcting the temperature effect on the lattice
volume, since most X-ray structural determinations are
typically carried out under ambient conditions or in the range
of 100-200 K (Table 2).

The results of lattice energy are also plotted in Figure 2
along with experimental values. The correlation coefficient
of the calculated and experimental data,r2, is 0.92, when eq
6 was used for calculating the dispersion energy. The
coefficient became 0.79 or 0.87 if eq 4 or eq 5 was used,
respectively. As shown in Figure 1, the damping function
of eq 6 is not as quick as eq 4 to tune down the van der
Waals interaction and is not as slow as eq 5 either when the
interatomic distance decreases. The damping strength of such
a function appears to be a key factor in controlling the quality
of the calculation of dispersion energies. It can also be seen
from Figure 2 that both crystals with and without hydrogen
bonds have similar matching qualities to experimental values
of the lattice energy. Crystals with hydrogen bonds may have
better calculated lattice energies, except for three crystals

with the largest calculated values, furan 2,5-dicarboxylic acid,
squaric acid, and dicyanodiamide, which also have the largest
nondispersive energies. In addition, the majority of crystals
without hydrogen bonds have their calculated lattice energies
absolutely smaller than the experimental values, suggesting
that the damping function, eq 6, may underestimate the
dispersion energy. Consequently, the better match of crystals
with hydrogen bonds to their experimental values implies
that the DFT method (B3LYP/6-21G**) may overestimate
the nondispersive energy, canceling out the error of disper-
sion energy by the damping function. Since the lattice energy
accounts for the intermolecular interactions in a crystal (eq
1), the overestimation by DFT is likely due to the BSSE
which may not reach the convergence because of ghost atoms
being insufficient. This clearly needs to be considered in the
future studies. Considering the fact that the DFT method used
in this study may not be the best method and there is always
a better one that can generally produce more accurate
nondispersive energies, if a better DFT method is used for
calculating the nondispersive energy, the damping function

Table 1. Calculated Energy Values of Selected Organic Crystals, Including Nondispersive (EDFT), BSSE, Dispersion (Edisp),
and Lattice Energies (Elatt)m

EDFT BSSE EDFT + BSSE Edisp (eq 4) Edisp (eq 5) Edisp (eq 6) Elatt (eq 6) ∆Hsub Elatt (eq 8)

acetamide* -120.90 80.76 -40.14 -40.26 -55.47 -44.66 -84.80 77.2a -82.2
anthracene -13.41 49.37 35.96 -124.18 -137.65 -133.44 -97.48 103.4b -108.4
benzene -14.43 28.26 13.83 -58.10 -65.88 -63.63 -49.80 44.4c -49.4
1,2-benzene-dicarbonitrile -61.19 57.09 -4.10 -71.42 -81.56 -77.28 -81.38 86.9d -91.9
benzoic acid* -91.54 81.58 -9.96 -75.11 -94.67 -82.14 -92.10 89.7b -94.7
1,1′-biphenylene -11.91 37.46 25.55 -99.31 -109.66 -107.07 -81.52 87.3e -92.3
chrysene -21.12 51.57 30.45 -142.72 -154.25 -152.21 -121.76 118.8f -125.2
cyanamide* -92.96 44.64 -48.32 -31.14 -44.17 -34.80 -83.12 75.2a -80.2
cyanoacetamide* -134.22 77.31 -56.91 -51.77 -68.45 -57.65 -114.56 100.4a -105.4
cyanuric acid* -173.77 114.35 -59.42 -64.11 -92.07 -72.24 -131.66 133.6a -138.6
cyclohexane 3.51 22.97 26.48 -69.76 -75.00 -73.94 -47.46 46.6g -49.7
1,4-cyclohexanedione -100.78 100.46 -0.32 -67.61 -83.67 -75.47 -75.79 84.2a -89.2
dicyanodiamide* -154.66 75.28 -79.38 -56.77 -77.43 -62.71 -142.09 129.3a -134.3
diglycolid anhydride -105.44 86.08 -19.36 -53.10 -65.49 -59.49 -78.85 84.0a -89.0
1,3-dinitrobenzene -93.80 97.33 3.53 -79.93 -94.23 -88.07 -84.54 81.2h -86.2
formamide* -116.11 73.99 -42.12 -29.84 -44.52 -33.82 -75.94 71.7a -76.7
furan 2,5-dicarboxylic acid* -193.45 132.16 -61.29 -78.19 -104.11 -85.57 -146.86 125.7a -130.7
imidazole* -85.31 45.70 -39.61 -48.74 -61.27 -53.35 -92.96 80.8a -85.8
maleic anhydride -74.79 66.17 -8.62 -45.65 -55.30 -51.47 -60.09 68.1a -73.1
naphthalene -9.93 40.46 30.53 -93.81 -105.01 -102.10 -71.57 72.6b -77.6
propanoic acid* -93.03 69.96 -23.07 -44.36 -56.87 -47.88 -70.95 74.0i -77.8
pyrazine -54.78 55.12 0.34 -53.64 -62.16 -57.77 -57.43 56.2j -61.2
pyrazole* -70.62 41.89 -28.73 -48.04 -62.69 -54.10 -82.83 71.7a -76.7
squaric acid* -198.30 117.19 -81.11 -55.49 -84.42 -64.20 -145.31 154.3a -159.3
succinic acid* -190.66 143.71 -46.95 -69.98 -94.98 -77.68 -124.63 123.1a -128.1
succinic anhydride -101.02 89.29 -11.73 -51.99 -68.04 -59.74 -71.47 82.3a -87.3
tetracyanomethane -62.32 56.69 -5.63 -42.76 -68.16 -52.73 -58.36 61.1k -66.1
1,3,5-triazine -55.40 54.73 -0.67 -48.39 -54.00 -52.26 -52.93 56.7a -61.7
2,4,5-trimethylbenzoic acid* -83.38 69.69 -13.69 -92.41 -108.21 -97.75 -111.44 109.6l -114.6
1,3,5-trioxane -100.73 99.22 -1.51 -49.96 -58.76 -55.07 -56.58 55.6a -60.6
urea -95.14 32.00 -63.14 -39.03 -57.09 -43.30 -106.44 98.6a -103.6
urethane* -108.71 77.40 -31.31 -49.82 -63.20 -53.72 -85.03 76.3a -81.3
urotropine -75.43 86.95 11.52 -94.37 -101.64 -100.46 -88.94 79.0a -84.0

a Reference 45. b Reference 48. c Reference 49. d Reference 50. e Reference 51. f Reference 52, T ) 383 K. g Reference 53, T ) 186K.
h Reference 54. i Reference 55, T ) 225-238 K. j Reference 56, T ) 288-317 K. k Reference 57. l Reference 58. m EDFT and BSSE were
calculated with DFT-B3LYP/6-21G** except for urea which was calculated with 6-31G**. Crystals that have hydrogen bonds are marked with
asterisks. Sublimation enthalpies (∆Hsub) and derived lattice energies are also listed. Unless indicated otherwise, the sublimation enthalpies
were measured at 298 K. Energy unit: kJ/mol.
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needs to be tailored with regard to diminishing the van der
Waals potential than those used in this study. More suitable
interatomicC6 coefficients are also needed to be developed
from various means. A recent report by Johnson and Becke
suggested a general model for developingC6 coefficients
without the empirical fitting.41 Because of the empirical
nature of calculating the dispersion energy as well as the
lack of knowledge of the “true” value of the dispersion
energy of an organic crystal, the coupling between the
quantum mechanical and empirical methods for predicting
the lattice energy will remain challenging, requiring signifi-
cant experimental inputs.

Unfortunately, there are unavoidable experimental errors
and systematic variances that are associated not only with
the determination of sublimation enthalpy but also with the
derivation of lattice energy. It is common to see disagreement
between sublimation enthalpies of the same materials in the
literature.47 The discrepancy can be caused by different
instrumentations, different research groups, and even different
ways to prepare the materials. Defects and impurities can
greatly affect the thermodynamic properties. To directly
determine the sublimation enthalpy by measuring the vapor

pressure of the solid at different temperatures may run into
troubles of possible solid-solid phase transitions as well as
difficulties to accurately detect the (extremely low) vapor
pressure. To indirectly estimate the sublimation enthalpy by
using a thermodynamic cycle and measuring the fusion
enthalpy and vaporization enthalpy can be challenging due
to the lack of sufficient data on heat capacity as well as the
uncertainties associated with correcting the data.47 For
example, the sublimation enthalpy of anthracene at 298 K
has been reported many times ranging from 85 to 105 kJ/
mol, while the recommended value is 103.4 kJ/mol (Table
1).48 Furthermore, using eq 8 adds uncertainties to the
estimation of lattice energies. It is estimated that the
contribution by heat capacity to the sublimation enthalpy is
no more than 10% of lattice energy.42 Thus, given the fact
that the heat capacities of most organic solids are not
available at low temperature, using the correction of2RT
may contribute a systematic error no greater than 5% for
crystals that have sublimation enthalpies ranged around 100
kJ/mol at 298 K.

Clearly, the prediction of lattice energies of organic
crystals requires advances in both computational and ex-

Table 2. Reference Codes of the Calculated Crystals in the Cambridge Structural Database and Temperatures under
Which the Crystal Structures Were Determineda

ref code temp (K)
RMS (Å)

(excluding H)
RMS (Å)
(H only) RMS (Å)

acetamide* ACEMID05 23 0.142 0.195 0.174
anthracene ANTCEN09 94 0.044 0.134 0.093
benzene BENZEN01 138 0.197 0.373 0.298
1,2-benzene-dicarbonitrile YUYPUD01 153 0.197 0.305 0.233
benzoic acid* BENZAC07 20 0.134 0.169 0.149
1,1′-biphenylene BIPHNE01 130 0.057 0.138 0.098
chrysene CRYSEN 283-303 0.032 0.130 0.086
cyanamide* CYANAM01 108 0.143 0.163 0.151
cyanoacetamide* CYANAC 283-303 0.190 0.251 0.216
cyanuric acid* CYURAC05 100 0.036 0.032 0.035
cyclohexane CYCHEX 115 0.069 0.218 0.182
1,4-cyclohexanedione CYHEXO 133 0.159 0.244 0.206
dicyanodiamide* CYAMPD03 83 0.045 0.079 0.061
diglycolid anhydride DLGYAH 283-303 0.174 0.206 0.185
1,3-dinitrobenzene DNBENZ11 100 0.141 0.222 0.165
formamide* FORMAM02 90 0.142 0.179 0.162
furan 2,5-dicarboxylic acid* FURDCA 283-303 0.274 0.337 0.292
imidazole* IMAZOL06 103 0.133 0.145 0.138
maleic anhydride MLEICA01 130 0.163 0.269 0.191
naphthalene NAPHTA15 100 0.086 0.142 0.114
propanoic acid* PRONAC 178 0.168 0.344 0.278
pyrazine PYRAZI01 184 0.035 0.208 0.134
pyrazole* PYRZOL05 108 0.036 0.178 0.122
squaric acid* KECYBU06 283-303 0.022 0.026 0.023
succinic acid* SUCACB09 130 0.071 0.193 0.137
succinic anhydride SUCANH12 100 0.265 0.251 0.260
tetracyanomethane TCYETY11 283-303 0.283 N/A 0.283
1,3,5-triazine TRIZIN02 283-303 0.024 0.066 0.043
2,4,5-trimethylbenzoic acid* RUVQAA 283-303 0.116 0.200 0.164
1,3,5-trioxane TROXAN11 103 0.039 0.128 0.095
urea UREAXX02 148 0.025 0.046 0.037
urethane* ECARBM01 168 0.136 0.287 0.230
urotropine HXMTAM10 15 0.012 0.008 0.010

a Root-mean-square (RMS) values of atomic Cartesian coordinates of each crystal due to the structural optimization are also listed. DFT-
B3LYP/6-21G** was used for the optimization.
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perimental methods. The surprisingly good agreement be-
tween the calculated and experimental values of lattice energy
(Figure 2) indicates that the prediction method of lattice
energy appears to be sound and reliable. Due to the empirical
nature, the damping function and theC6 coefficients for
estimating the dispersion energy should be adjusted in
accordance to the DFT method that is used for calculating
the nondispersive energy and, ideally, should be tailor-made
for each crystal system. A recent report sheds some light in
the improvement of the empirical model (eq 2).41

Conclusions
Lattice energies of selected organic crystals were calculated
by DFT with subsequent corrections by empirically calcu-
lated dispersion energies. The calculated results show a good
agreement with experimentally estimated values. By taking
theC6R-6 dispersion energy into account at large interatomic
distance but diminishing it at small distance, the empirical
method is likely to compensate the inability of routine DFT
methods for fully describing electron correlations at the
region where electron clouds are not closely overlapped.
Choosing a proper analytical damping function as well as
the interatomicC6 coefficients is important for producing
high-quality data. Clearly, due to the empirical nature of
posterior corrections, the methodology requires both com-
putational and experimental improvements for the prediction
of lattice energies of organic crystals.
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Abstract: The binding mechanism of iminosugar inhibitor 1-deoxynojirimycin and isofagomine

toward â-glucosidase was studied with nanosecond time scale molecular dynamics. Four different

systems were analyzed according to the different protonated states of inhibitor and enzyme

(acid/base carboxyl group, Glu166). The simulations gained quite a reasonable result according

to the thermodynamic experimental fact. Further conclusions were made including the

following: (1) 1-deoxynojirimycin binds with the â-glucosidase as conjugate acid forms; (2) the

slow onset inhibition of isofagomine aims to slow deprotonation of the acid/base carboxyl group

which is caused by a nearly zero hydrogen bond interaction between the hydroxyls of the acid/

base carboxyl group; and (3) the nucleophile carboxyl group plays an important role when the

inhibitor binds with glucosidase.

Introduction
The inhibitors of glycosidases are subject to intense current
interest for they not only serve as important tools for studying
the biological functions of oligosaccharides and the hydroly-
sis mechanism of glycosidases but also are prospective
therapeutic agents for a variety of carbohydrate-mediated
diseases.1-3 The iminosugar achieved by the ring oxygen or
anomeric carbon of pyranose or furanose replaced by the
imino group is a kind of most potent glycosidase inhibitor.4-8

These unique molecules promise a new generation of
iminosugar-based medicines in a wide range of diseases such
as diabetes,9 viral infections,10 tumor metastasis,11 and
lysosomal storage disorders.12

Of them, 1-deoxynojirimycin(1, Chart 1) and isofagomine
(2, Chart 1) are of particular interest in inhibitor design for

they and their derivatives are often powerful inhibitors of
glycosidase action.5,6,13,14 The mechanism of inhibition is
thought of as their conjugate acid mirrors positive charge
development at the endocyclic oxygen or the anomeric
carbon of the glycosidase transition state(3, Chart 1) so that
they can gain a tight binding complex with the glycosidase
enzyme.15 Though there is little structure difference between
1 and2, the inhibiting properties of them towardâ-glycosi-
dase are rather dissimilar: (1)2 is a much more stronger
inhibitor than1 for sweet almondâ-glycosidase and some
other â-glycosidases.16 (2) A slow-onset inhibition is ob-
served for2 when binding with the enzyme, while1 is as a
linear steady-state rate.17,18 (3) Recent van’t Hoff analysis
of temperature dependence of binding of1 and racemic2 to
sweet almondâ-glycosidase shows that the binding of1
toward the enzyme was enthalpically driven, while the
binding of2 with the enzyme was with unfavorable enthalpy
and was actually entropically driven.16 This adds the odds
to the inhibition mechanism that the affinity of an enzyme
for a transition-state mimic should necessarily be driven by

* Corresponding author phone: 86-021-54925277; fax: 86-021-
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a large and favorable change in enthalpy, a criterion which
was proposed by Wolfenden.19 However, as a further study
of the binding of1 and2 to â-glycosidase by David L. Zechel
et al., in which the value of binding enthalpy was measured
by the ITC (Isothermal Titration Calorimetry) method, similar
favorable binding enthalpy changes were gained in contrast
to the result by van’t Hoff analysis, and it seems the large
favorable entropy makes2 a much better inhibitor of
â-glycosidase than1. Otherwise, the crystal structures show
that 1 binds with the TmGH1â-glycosidase in a skew-
boatlike conformation while2 is in a chair conformation,
which indicates they may have different binding modes with
â-glycosidase. It was suggested by the author that the
superior inhibition of2 relative to 1 is not the result of
superior transition-state mimicry but benefits from an en-
tropic advantage and a more favorable electrostatic interac-
tion with the acid/base catalyst.18

The studies referred above, assuredly, gave close insight
into the mechanism of inhibition. However, there are still a
few questions remaining intangible. What causes an entropic
advantage of2 comparing to1 when binding withâ-gly-
cosidase? An explanation was given that such entropic
advantage may be caused by the binding of1 incorporating
approximately 1-3 more water molecules at the molecular
interface relative to the binding of2. This has been observed
in the crystal structure, but no evidence was shown in
solution.2 show a slow-onset inhibition toward the enzyme
while 1 does not. The explanation of a slow conformational
change in the enzyme or an unusual change of the ionization
state of the inhibitor residues has been proposed, and each
has some evidences. However, do they have some relation-
ship, which means that the conformational change in the
enzyme may perhaps be caused by the change of ionization

state of the inhibitor residues? Molecular dynamics in the
water box can always get some useful information of the
dynamic property of protein in water, and it is also an
effective way to study the folding and unfolding or changes
of conformation of protein in water.20,21Therefore, molecular
dynamics will be a particularly suitable means to explore
the problems which have been mentioned above.

In particular,1 (pKa, 6.7) would be largely unprotonated
when entering the active site under pH 6-7, and it has long
been argued that1 may bind to glucosidases as a neutral
amine rather than a protonated conjugate acid.18,22,23 Ad-
ditionally, as for the glucosidase, the pKa values of the
carboxyl groups of acid/base (Glu166) and nucleophile
(Glu351) deduced from the pH dependence ofKcat/Km are
respectively 6.96 and 4.75,18 which indicates that the
nucleophile carboxyl group would be mainly unprotonated,
while the acid/base carboxyl group could be both unproto-
nated and protonated species. So the mostly possible
combined mode would be TmGH-DNJ or TmG-HDNJ.
Otherwise, isofagomine (pKa, 8.6) would be expected to be
largely protonated when entering the active site at pH 6-7.
Evidence from the crystal structure of the complex shows
that the iminosugar is protonated within the active site, and
the two carboxyl groups of acid/base and nucleophile are
both unprotonated.24 Therefore, the process of inhibitor
binding with glucosidase should include deprotonation of the
acid/base carboxyl group (Glu166). So in our study, the
simulations TmGH-DNJ, TmG-HDNJ, TmGH-HISO, and
TmG-HISO (label shown as Chart 2), summarized in Table
1, were performed.

Material and Methods
The models of TmG-HDNJ and TmGH-DNJ were built up
based on the X-ray crystal of complex of1 and TmGH1â-
glycosidase at 2.2 Å resolution (PDB entry code, loim).18

The missing residues (Ser1, Asn2, Glu233) and many other
missing atoms were repaired according to the X-ray crystal
structure of TmGH1â-glycosidase (PDB entry code 1od0)18

with the molecular modeling software package Sybyl 6.9
(Tripos Inc.). The hydrogens of HDNJ and DNJ were added
using the build/edit menu which is included in the Sybyl
software package, and then the charge of the structures were
calculated at the B3LYP/6-311++G** level using the
“pop)CHelpG” keywords25 in the Gaussion98a software
package.26 The models of TmG-HISO and TmGH-HISO
were built up based on the X-ray crystal of complex of2

Chart 1. Transition-State Analogues 1-Deoxynojirimycin
(1), Isofagomine (2), and Considerable Oxocarbenium Ion
Transition State (3) and Crystal Structure of the Inhibitor
and TmGH1â-Glucosidase Complex (4): Protein (Cartoon),
Inhibitor (CPK), Glu166 and Glu351 (Bonds), Which Was
Generated by VMD Soft Package

Chart 2. Label of the Glucosidase and Inhibitors:
Glucosidase with Glu166 Protonated (TmGH), Glucosidase
with Glu166 Unprotonated (TmG), 1-Deoxynojirimycin
(DNJ), the Conjugate Acid of 1-Deoxynojirimycin (HDNJ),
and the Conjugate Acid of Isofagomine (HISO)
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and TmGH1â-glycosidase at 2.2 Å resolution (PDB entry
code, 1oif).18 The missing residues (Ser1, Asn2) and atoms
repair of protein and the hydrogen addition of HISO as well
as the charge calculation were done by the same way as
models TmG-HDNJ and TmGH-DNJ. Topology files were
generated using the pdb2gmx program included in the
GROMACS software package and OPLS force field param-
eters were applied except for the charge upon the inhibitors
(HDNJ, DNJ, and HISO).27 The hydrogen atoms of the
protein were also added. For TmG-HDNJ and TmG-HISO,
the residue Glu166 was set unprotonated. For TmGH-DNJ
and TmGH-HISO, Glu166 was set protonated. Each model
was solvated with SPC water molecules in a cube box and
ensured the whole surface of the protein to be covered by a
water layer with a thickness more than 12 Å. Several (9 or
10) Na+ ions were added to the system to keep it zero net
charge.

The energy minimization for each model was performed
using the steepest descent algorithm (100 steps), followed
by the conjugate gradient (1000 steps) in the GROMACS
3.1.4 software package.28 Then a 100 ps position restrained
molecular dynamics was performed with the protein and
inhibitor fixed in order to let the waters and Na+ equilibrate
around them. Finally, a 6-ns molecular dynamics was started
by taking initial velocities from a Maxwellian distribution
at 300 K. Solvent and solute were independently, weakly
coupled to a temperature bath with a relaxation time of 0.1
ps. The system was also isotropically, weakly coupled to a
pressure bath at 1.0 atm with a relaxation time of 0.5 ps and
an isothermal compressibility of 0.45× 10-4. 29 Long-range
electrostatics was calculated with the particle-mesh Ewald
method. 30 Short-range van der Waals and Coulombic
interactions were cut off at 1.0 and 1.0 nm, respectively.
All bond lengths were constrained using the LINCS algo-
rithm,31 and the time step was set to 0.002 ps. When the
molecular dynamics were finished, analyses were performed
using facilities within the GROMACS package.

The binding free energy between the inhibitor and the
enzyme was calculated using the LIE (linear interaction
energy) method developed by Åqvist et al.32,33 The LIE
method is based on the assumption that, using MD or Monte
Carlo conformational simulations, the binding free energy
of an inhibitor to a receptor target can be expressed as the
equation

where 〈 〉 denotes MD or MC averages of the nonbonded
van der Waals (vdw) and electrostatic (ele) interactions
between the inhibitor and its surrounding environment (i-s),

i.e., either the solvated receptor binding site (bound state)
or just the solvent (free state).R andâ are the scaling factors
for the averaged van der Waals energies and the averaged
electrostatic energies. The scaling factorsR â tend to be
system dependent, andγ is always set to zero. For our
calculation,R is set to 0.181 for all systems, andâ is set to
0.33 or 0.50 when the inhibitor is a neutral amine or a
protonated conjugate acid, respectively, based on Åqvist et
al.’s work.34

Results
The Simulations of TmG-HDNJ and TmGH-DNJ. As
described above, TmGH-DNJ or TmG-HDNJ may be the
most possible combined mode for1 binding with the enzyme.
Simulations TmGH-DNJ and TmG-HDNJ were performed
to verify which binding mode would be mostly likely. The
root-mean-square deviation of between the instantaneous MD
and crystal structure was reported in Figure 1. Both simula-
tions reach a structural equilibrium after about 1200 ps, and
the RMSD values of CR of protein are not beyond 0.15 nm,
which indicates that the protein structure in solution has a
small deviation from that in the crystal. As for the simulation
TmG-HDNJ, the RMSD values of CR of protein keep quite
stable after it reaches a structural equilibrium while the
RMSD values of HDNJ keep fluctuating around 0.04 nm,
and the ring conformation of inhibitor keeps a skew-boatlike
form. For simulation TmGH-DNJ, the RMSD values of CR
of protein fluctuate in a range of about 0.05 nm after 4 ns,
while the RMSD values of DNJ keep fluctuating around 0.06
nm, and the ring conformation of the inhibitor stays in a
chairlike form. Thus, the RMSD analysis indicates some
differences between simulation TmG-HDNJ and TmGH-DNJ
both in the dynamic property of protein and conformation
of ligand.

Table 1. Summary of the Molecular Dynamics Simulations

simulation label solute (glucosidase and inhibitor)
number
of water

simulation
length (ns)

TmGH-DNJ TmGH1 (Glu166 protonated), 1-deoxynojirimycin 16159 6
TmG-HDNJ TmGH1 (Glu166 unprotonated), conjugate acid of 1-deoxynojirimycin 16159 6
TmGH-HISO TmGH1 (Glu166 protonated), conjugate acid of Isofagomine 16788 6
TmG-HISO TmGH1 (Glu166 unprotonated), conjugate acid of Isofagomine 16788 6

∆Gbind ) R[〈Vi-s
vdw〉bound- 〈Vi-s

vdw〉free] + â[〈Vi-s
ele〉bound-

〈Vi-s
ele〉free] + γ

Figure 1. Time dependence of CR RMSD of the protein with
respect to the crystal structure: (A) simulation TmG-HDNJ
and (B) simulation TmGH-DNJ. Time dependence of RMSD
of the ligand with respect to the crystal structure: (C)
simulation TmG-HDNJ and (D) simulation TmGH-DNJ. All
curves are obtained by 30 ps average.
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The ligand has four hydroxyls and one amino (for TmGH-
DNJ) or ammonium (for TmG-HDNJ) group, so the hydro-
gen bond interaction between the ligand and the protein as
well as solvent molecules at the active site is very important
for the inhibitor to bind tightly with the enzyme. Time
dependence of the number of hydrogen bonds was shown
in Figure 2. For simulation TmG-HDNJ, the number of
hydrogen bonds between the ligand and the protein is around
8 after equilibrium, and the hydrogen bond number between
the ligand and the solvent is around 2. However, for
simulation TmGH-DNJ, the number of hydrogen bonds
between the ligand and the protein is around 5 after
equilibrium, and the number of hydrogen bonds between the
ligand and the solvent is around 3. All together, the TmG-
HDNJ binding mode has about two more hydrogen bonds
than the TmGH-DNJ binding mode, which would cause more
tightly binding between the ligand and receptor.

Snapshots of the active site structure of both simulations
at 4 ns were shown in Figure 3, which can give more details
about the difference of the two combined modes. As for
simulation TmG-HDNJ, when the ligand is the conjugate
acid of1, the residues Gln20, Asn165, Glu351, and Glu405
form hydrogen bonds with a ligand directly, while Glu166
forms a solvent-mediated hydrogen bond with the ligand.
Of them, Glu351 is extremely important, for it forms a strong
hydrogen bond with both 2-hydroxyl and ammonium of the
conjugate acid. Otherwise, there are two water molecules
forming a hydrogen bond with the ligand. The pyranoid ring
of the ligand is distorted as a skew-boat conformation and
fits the structure in crystal very well. As for simulation
TmGH-DNJ, when the ligand is 1-deoxynojirimycin, His121,
Glu166, Glu351, Glu405, and Trp406 form hydrogen bonds
with the ligand directly and Asn165 forms a solvent-mediated
hydrogen bond with the ligand, while Glu351 only forms a
hydrogen bond with 2-hydroxyl and a solvent-mediated
hydrogen bond with 3-hydroxyl of the ligand. There are also
two hydrogen bonds between the ligand and the solvent

molecule. The pyranoid ring conformation of the ligand of
simulation TmGH-DNJ adopts a chairlike form rather than
a skew-boat conformation for TmG-HDNJ, which does not
fit that in the crystal structure.

For Glu351 plays an important role as the ligand binds
with the receptor, the distances from amine or ammonium,
2-hydroxyl of the ligand to the two oxygen atoms of the
carboxyl group of Glu351 were examined along all the MD
simulation, and the result was reported in Figure 4. As for
simulation TmG-HDNJ, the distance from O1 of the carboxyl
group of Glu351 to H (N+H2) of the ligand is always shorter
than 2.0 Å with the average of 1.6 Å; the distance from O1
of the carboxyl group of Glu351 to H (2-OH) of the ligand
is between 2.0 and 3.0 Å with the average of 2.6 Å; the
distance from O2 of the carboxyl group of Glu351 to H (2-
OH) of the ligand fluctuates around 2.0 Å with the average
of 1.9 Å. These indicate that there is a strong interaction
between the residue Glu351 and the ligand and that such an
interaction may contribute greatly to tightly binding of the
ligand toward the receptor. As for simulation TmGH-DNJ,
distances both from O1 of the carboxyl group of Glu351 to
H (NH) of the ligand and from O2 of the carboxyl group of
Glu351 to H (2-OH) of the ligand grow to more than 3.5 Å
soon after the start of the simulation, due to the conforma-
tional change of the ligand from a skew-boatlike form to a
chairlike form at about 200 ps; only the distance from O1
of the carboxyl group of Glu351 to H (2-OH) of the ligand
stays below 2.0 Å and the average is 1.7 Å. Therefore,

Figure 2. Time dependence of the number of hydrogen
bonds: (A) simulation TmG-HDNJ, the number of hydrogen
bonds between ligand and protein (black line), the number of
hydrogen bonds between ligand and solvent (red line) and
(B) simulation TmGH-DNJ, the number of hydrogen bonds
between ligand and protein (black line), the number of
hydrogen bonds between ligand and solvent (red line). All
curves are obtained by 30 ps average.

Figure 3. Snapshots of the structure of the active site of both
simulations at 4 ns time step: up (simulation TmG-HDNJ) and
down (simulation TmGH-HDNJ). Red balls are as water
molecules.

160 J. Chem. Theory Comput., Vol. 2, No. 1, 2006 Zhou et al.



Glu351 would contribute much less to the binding of the
ligand toward the receptor when the ligand is the free amine
rather than the conjugate acid.

The binding free energy was calculated using the LIE
method for both binding modes TmG-HDNJ and TmGH-
DNJ, respectively. Default scaling factorsR ) 0.181 andâ
) 0.50 were used for TmG-HDNJ. For TmGH-DNJ, when
the ligand is neutral, the value ofâ was set to 0.33. Shown
in Table 2, the calculated binding free energies of the
conjugate acid and the free amine are-46.75 and-3.15
kJ/mol, respectively. The observed binding energy is-33.30
kJ/mol,18 which indicates that the conjugate acid should be
the most possible state when 1-deoxynojirimycin binds with
the â-glucosidase.

The Simulations of TmG-HISO and TmGH-HISO. The
RMSD of both the protein and the ligand of simulation TmG-
HISO and TmGH-HISO was reported in Figure 5. Also, both
simulations reach a structural equilibrium after about 1200
ps. The RMSD values of CR of the protein for both
simulations stay below 0.15 nm. For simulation TmG-HISO,
it is quite stable after it reaches a structural equilibrium. As
for simulation TmGH-HISO, the RMSD values of CR of
the protein fluctuate between 0.1 and 0.15 nm after structural

equilibrium. The RMSD values of the ligand of both
simulations keep stable about 0.02 nm after equilibrium,
consisting of the likewise chair1C4 conformations of the
ligand in both simulations.

Time dependence of the number of hydrogen bonds was
shown in Figure 6. For simulation TmG-HISO, the number
of hydrogen bonds between the ligand and the protein is
around 7 after equilibrium and then drops to 5 after about 4
ns, and the hydrogen bond number between the ligand and
solvent is around 1. However, for simulation TmGH-HISO,
the number of hydrogen bonds between the ligand and the
protein is around 6 after equilibrium, and the number of

Table 2. Average Interaction Energies (kJ/mol) between Ligand and Surroundings in the Bound and Unbound States in MD
Simulation and Binding Free Energy Calculated by LIE (Linear Interaction Energy) Method Comparing with Observed
Binding Free Energy Value

binding mode 〈Vi-s
vdw〉free 〈Vi-s

vdw〉bound 〈Vi-s
el〉free 〈Vi-s

el〉bound ∆Gbind observed ∆Gbind

TmGH-DNJ -15.48 ( 1.22 -49.59 ( 3.38 -245.83 ( 2.81 -236.68 ( 0.36 -3.15 ( 2.42
-33.30 ( 0.00

TmG-HDNJ -5.13 ( 0.12 -33.04 ( 1.79 -282.48 ( 0.42 -365.88 ( 4.43 -46.75 ( 2.77

Figure 4. Time dependence of distances from amine or
ammonium, 2-hydroxyl of the ligand to the two oxygen atoms
of the carboxyl group of Glu351: (A) simulation TmG-HDNJ,
distance from O1 of the carboxyl group of Glu351 to H (N+H2)
of the ligand (black line), distance from O1 of the carboxyl
group of Glu351 to H (2-OH) of the ligand (green line),
distance from O2 of the carboxyl group of Glu351 to H (2-
OH) of the ligand (red line) and (B) simulation TmGH-DNJ,
distance from O1 of the carboxyl group of Glu351 to H (NH)
of the ligand (black line), distance from O1 of the carboxyl
group of Glu351 to H (2-OH) of the ligand (green line),
distance from O2 of the carboxyl group of Glu351 to H (2-
OH) of the ligand (red line). The atom label O1, O2 was shown
as in Figure 3. All curves are obtained by 30 ps average.

Figure 5. Time dependence of CR RMSD of the protein with
respect to the crystal structure: (A) simulation TmG-HISO and
(B) simulation TmGH-HISO. Time dependence of RMSD of
the ligand with respect to the crystal structure: (C) simulation
TmG-HISO and (D) simulation TmGH-HISO. All curves are
obtained by 30 ps average.

Figure 6. Time dependence of the number of hydrogen
bonds: (A) simulation TmG-HISO, the number of hydrogen
bonds between the ligand and the protein (black line), the
number of hydrogen bonds between the ligand and the solvent
(red line) and (B) simulation TmGH-HISO, the number of
hydrogen bonds between the ligand and the protein (black
line), the number of hydrogen bonds between the ligand and
the solvent (red line). All curves are obtained by 30 ps
average.

Iminosugar Inhibitor-Glycosidase Complex J. Chem. Theory Comput., Vol. 2, No. 1, 2006161



hydrogen bonds between the ligand and the solvent is around
2. Snapshots of the active site structure of both simulations
at 4 ns shown in Figure 7 provide more detailed information
of the interaction between the ligand and the receptor. As
for simulation TmG-HISO, when the residue Glu166 of the
protein is unprotonated, the residues Gln20, Glu166, Glu351,
and Glu405 form hydrogen bonds with the ligand directly,
and both Glu166 and Glu351 form an additional water-
mediated hydrogen bond with ligand. As for simulation
TmGH-HISO, when the residue Glu166 of the protein is
protonated, the residues Gln20, Glu351, Trp398, Glu405, and
Glu406 form hydrogen bonds with the ligand directly, and
no water-mediated hydrogen bond is found.

Residues Glu166 and Glu351 are very important for the
ligand to bind tightly with the glucosidase for not only
hydrogen bond interaction but also for strong electrostatic
interaction between them. So the distances between the
residue Glu351, Glu166, and the ligand were examined and
reported in Figure 8. As for simulation TmG-HISO, distance
from O1 of carboxyl group of Glu351 to H (N+H2) of ligand
is always shorter than 2.0 Å and the average is 1.6 Å;
distance from O2 of carboxyl group of Glu351 to H (N+H2)
of ligand is always shorter than 2.0 Å and the average is 1.7
Å; distance from O1 of Glu166 to H (N+H2) of ligand
fluctuates between 2.0 and 3.0 Å due to the rotation of
torsion, then keep stable about 1.7 Å after around 2 ns. While,
as for simulation TmGH-HISO, distance from O1 of carboxyl
group of Glu351 to H (N+H2) of ligand is always shorter

than 2.0 Å and the average is 1.7 Å; distance from O2 of
carboxyl group of Glu351 to H (N+H2) of ligand fluctuates
around 3.5 Å; distance from O1 of Glu166 to H (N+H2) of
ligand fluctuates slightly around 2.5 Å except for two steep
leap to 5.0 Å. From the result of distance analysis, we can
see, when the Glu166 is unprotonated, the interaction
between Glu166, Glu351, and the ligand would be much
stronger than that when Glu166 is protonated, and this would
compensate inferior position taken by the less number of
hydrogen bond interaction. Results of binding free energy
calculation were reported in Table 3. When the Glu166 of
glucosidase is unprotonated, the binding free energy of ligand
toward glucosidase is-41.87 kJ/mol, which is quite reason-
able in contrast to the observed binding free energy- 45.60
kJ/mol. When the Glu166 of glucosidase is protonated, the
binding free energy of ligand is-38.51 kJ/mol. As a
comparison, the TmG-HISO binding mode is about 3.4 kJ/
mol favored in contrast to the TmGH-HISO binding mode.

Discussion
The Binding Mode of 1-Deoxynojirimycin with â-Glu-
cosidase.Though much of the published work assumes
1-deoxynojirimycin binds with glucosidase as the protonated
form, which mimics the positive charge development at the
anomeric carbons of the glycosidase transition state,4,15 it
has long been argued that 1-deoxynojirimycin may bind to
glucosidases as a neutral amine rather than a protonated
conjugate acid.18,22,23As the result of simulation TmG-HDNJ
and TmGH-DNJ, we found that the MD snapshot structure
fit better with the crystal structure when the ligand is a
conjugate acid than when the ligand is a neutral amine.
Furthermore, the binding free energy calculated by the LIE
method indicates that the protonated ligand binds more tightly
than the neutral ligand, and also a value of-46.76 kJ/mol

Figure 7. Snapshots of the structure of the active site of both
simulations at 4 ns time step: up (simulation TmG-HISO) and
down (simulation TmGH-HISO). Red balls are as water
molecules.

Figure 8. Time dependence of distances from ammonium
of the ligand to the oxygen atoms of the carboxyl group of
Glu351 and Glu166: (A) simulation TmG-HISO, distance from
O1 of the carboxyl group of Glu351 to H (N+H2) of the ligand
(black line), distance from O2 of the carboxyl group of Glu351
to H (N+H2) of the ligand (red line), distance from O1 of the
carboxyl group of Glu166 to H (N+H2) of the ligand (green
line) and (B) simulation TmGH-HISO, distance from O1 of
carboxyl group of Glu351 to H (N+H2) of ligand (black line),
distance from O2 of the carboxyl group of Glu351 to H (N+H2)
of the ligand (red line), distance from O1 of the carboxyl group
of Glu166 to H (N+H2) of the ligand (green line);
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is more reasonable than that of the neutral ligand-3.15 kJ/
mol in contrast to the observed binding free energy-33.30
kJ/mol. Both evidences indicate that 1-deoxynojirimycin may
bind to glucosidases as protonated conjugate acid. A 6-ns
molecular dynamic in water of 1-deoxynojirimycin was also
performed, and the result shows that the equilibrium con-
formation of the ligand in water is in the chair form. Quantum
calculation results also indicate that the chair conformation
seems to be more stable than the boat conformation,35 and
the relative energy is about more than 20 kJ/mol. So in the
bound state, when the interaction between the neutral amine
of 1 and the protein is weak, the conformation of it would
tend to be in the chair form, as a result of simulation TmGH-
DNJ.

The Mechanism of Slow-Onset Inhibition of Isofago-
mine. It was proposed that slow-onset inhibition may be
consistent with a slow conformational change in the enzyme
or an unusual change of the ionization state of the catalytic
residues. Some evidence has been shown that the protonation
state of an iminosugar which is derived from2 has been
observed in the high-resolution structure of Cel5Aâ-gly-
cosidase in the complex with the inhibitor.23 Otherwise, based
on fluorescence, it was suggested that the slow-onset
inhibition of almondâ-glycosidase may arise from a con-
formational change in the enzyme that leads to a high affinity
complex.24 As a result of our simulation, glucosidase occurs
little conformational change when the acid/base carboxyl
group is protonated in contrast to that when the acid/base
carboxyl group is unprotonated, which is based on RMSD
analysis. On the other hand, the hydrogen bond interaction
between the hydroxyl of the carboxyl group and water plays
an important role in the dissociation of the proton in aqueous
solution,36-38 so the hydrogen bond interaction between the
acid/base carboxyl group (Glu166) and the solvent was
examined and was reported in Figure 9. The number of the
hydrogen bond between them is nearly zero. This is perhaps
caused by the strong hydrogen bond interaction between the
protonated ligand and surrounding water molecules which
draws water molecules away from the acid/base carboxyl
group. Therefore, the deprotonation of the acid/base carboxyl
group would be rather slow. What is more, there are two or
three water molecules forming a hydrogen bond with the
ligand when the acid/base carboxyl group is protonated, while
only a single hydrogen bond is found when the acid/base
carboxyl group is unprotonated. This also indicates that the
deprotonation may accompany the rearrangement of water.
So the deprotonation, accompanying the rearrangement of
water should be a slow-onset process and is the cause of
slow-onset inhibition of2 toward the glucosidase. The
process of inhibitor binding with glucosidase should probably
include two stages. First the conjugate acid of isofagomine
binds with the glycosidase when the carboxyl group of acid/

base is protonated; afterward the acid/base group occurs
deprotonation to achieve more tightly binding, and the later
step would be responsible for the observed slow onset of
inhibition.

Thermodynamics of the Binding of Isofagomine and
1-Deoxynojirimycin. It was reported that the binding of both
2 and1 to â-glucosidase is driven by a large and favorable
enthalpy, and the large favorable entropy term makes2 a
better inhibitor than1.18 As shown from the results of our
simulation, the large and favorable enthalpy of both binding
owes to the strong hydrogen bond and electrostatic interaction
between the inhibitor and enzyme, and there is one proton
release for both inhibitors when they bind with the enzyme,
which is consistent with the result by quantitative analysis
of the dependence of∆Ha on the heat of ionization of the
buffer. 18 Shown as hydrogen analysis (Figure 6.A),2
coordinates only one water molecule which may contribute
to the large favorable entropy, while1 coordinates more than
two water molecules (Figure 2.A) together with conforma-
tional distortion and may result in an unfavorable entropy.
Furthermore, at least one more incorporated water molecule
was observed for the binding of1 with the enzyme relative
to that of 2, which is a reasonable explanation for about
nearly -292 J/mol relative difference of heat capacity
(∆∆Cp) between the binding of1 and the binding of2.18,39

The conformation of inhibitor would be largely determined
by the interaction between the carboxyl group of the
nucleophile and the inhibitor. Shown in Figure 10, as the
ligand is 1-deoxynojirimycin, both the imino group and the
2-OH form a strong interaction with the nucleophile carboxyl
group, and the ring of the inhibitor is distorted in a skew-
boatlike form. While for isofagomine, only the imino group

Table 3. Average Interaction Energies (kJ/mol) between Ligand and Surroundings in the Bound and Unbound States in MD
Simulation and Binding Free Energy Calculated by LIE (Linear Interaction Energy) Method Comparing with Observed
Binding Free energy value

binding mode 〈Vi-s
vdw〉free 〈Vi-s

vdw〉bound 〈Vi-s
el〉free 〈Vi-s

el〉bound ∆Gbind observed ∆Gbind

TmG-HISO -6.77 ( 0.31 -38.14 ( 0.06 -251.83 ( 1.41 -324.21 ( 0.14 -41.86 ( 0.84
-45.60 ( 1.09

TmGH-HISO -6.77 ( 0.31 -30.60 ( 0.45 -251.83 ( 1.41 -320.23 ( 0.81 -38.52 ( 1.25

Figure 9. Time dependence of the number of hydrogen
bonds between the acid/base carboxyl group (Glu166) and
solvent: simulation TmGH-HISO (up) and simulation TmGH-
DNJ (down) as comparison.
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forms a strong interaction with the nucleophile carboxyl
group, which results in a chairlike form.

Conclusion
1-Deoxynojirimycin and isofagomine are the representations
of two sorts of imino-sugar inhibitors which are achieved
by the ring oxygen or anomeric carbon of pyranose replaced
by the imino group, respectively. These two inhibitors have
a distinct thermodynamics property when they bind with
â-glucosidase. Nanosecond time scale MD simulations of
their complex withâ-glucosidase were performed to examine
these, and the result is quite reasonable in contrast to the
experimental fact. What is more, several interesting conclu-
sions were made and shown as follows:

(1) Just as isofagomine, 1-deoxynojirimycin may bind with
theâ-glucosidase as a conjugate acid forms according to the
comparison of calculated binding free energy and observed
binding free energy as well as the comparison of MD
snapshot structure and crystal structure.

(2) The slow onset inhibition of isofagomine owns to slow
deprotonation of the acid/base carboxyl group (Glu166) and
combines with the rearrangement of water in the active site.
The nearly zero hydrogen bond interaction between the
hydroxyl of the acid/base carboxyl group would be the main
cause of slow deprotonation.

(3) The nucleophile carboxyl group (Glu351) plays an
important role when the inhibitor binds with glucosidase for
it can form a strong hydrogen bond and an electrostatic
interaction with both isofagomine and 1-deoxynojirimycin,
and such an interaction may determine the ring conformation
of the inhibitor.
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Abstract: Conventional normal-mode analysis of molecular vibrations requires computation and

storage of the Hessian matrix. For a typical biological system such storage can reach several

gigabytes posing difficulties for straightforward implementation. In this work we discuss an iterative

block method to carry out full diagonalization of the Hessian while only storing a few vectors in

memory. The iterative approach is based on the conjugate gradient formulation of the Davidson

algorithm for simultaneous optimization of L roots, where in our case 10 < L < 300. The

procedure is modified further by automatically adding a new vector into the search space for

each locked (converged) root and keeping the new vector orthogonal to the eigenvectors

previously determined. The higher excited states are then converged with the orthonormality

constraint to the locked roots by applying a projector which is carried out using a read-rewind

step done once per iteration. This allows for convergence of as many roots as desired without

increasing the computer memory. The required Hessian-vector products are calculated on the
fly as follows, Kp ) dgp/dt, where K is the mass weighted Hessian, and gp is the gradient along

p. The method has been implemented into the TINKER suite of molecular design codes.

Preliminary results are presented for the normal modes of bacteriorhodopsin (bR) up to 300

cm-1 and for the high frequency range between 2840 and 3680 cm-1. There is evidence of a

highly localized, noncollective mode at ∼1.4 cm-1, caused by long-range interactions acting

between the cytoplasmic and extracellular domains of bR.

1. Introduction
Vibrational modes of proteins are basic motions for protein
dynamics and structural transitions. Normal-mode analysis
(NMA) is a direct way to analyze vibrational motion.1 This
method has long been used as a tool for interpreting
vibrational spectra of small molecules.2 The frequencies
obtained from NMA can be directly related to experimental
infrared (IR) and/or Raman measurements. In recent years
NMA has been extended to the study of large molecular
systems such as proteins.3-7 Low-frequency modes of

proteins are particularly interesting, because they are related
to functional properties.8 It is believed that low-frequency
collective modes are responsible for the direct flow of
conformational energy in many biological processes.9-11

All-atom normal mode calculations of large systems are
impeded by the bottleneck associated with computing and
storing a full Hessian matrix.5 An example of this is the 3.6
GB storage required for the Hessian of a system of 10 000
atoms. The use of sparse matrix techniques advocated by
some authors can alleviate the storage problem signif-
icantly.12-14 The matrix becomes sparser as the number of
atoms increases, and benchmark calculations have been
carried out for impressively large nanoparticles.15 However,
it is unclear to what degree the resulting eigenvalues are
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corrupted by removing a large number of small matrix
elements arising from the long-range interactions: electro-
static, van der Waals, etc.

Recent advances in Hessian operator techniques16-19 have
opened new possibilities for NMA of macromolecules.
Pioneering work of Filippone and Parrinello16,17 on linear
response theory of Hessian demonstrated the use of direct
ab initio methods combined with gradients to perform
geometry optimization and iterative diagonalization of the
Hessian of water dimer without explicit calculation of the
Hessian matrix. Using this theory, Reiher and Neugebauer20-23

did calculations of carbon nanotubes to determine their
vibrational modes in the middle range of the spectrum. In a
similar spirit, one of us later carried out calculations24 of up
to 200 lowest frequency normal modes of helium nanodrop-
lets with the largest being a 27 000 atom system, affirming
applicability of the Hessian operator theory to nanomaterials
and, potentially, to biological macromolecules, the latter
being the focus of the present work.

The Hessian operator method is ideally suited for com-
bination with iterative diagonalization techniques to solve
for the eigenvalues and eigenvectors of very large matrices.
Basically, the resultant of Hessian multiplying on a vector
is proportional to the gradient change along the vector.16,17,25-29

This relationship follows from the harmonic expansion of
the potential around a given geometry and is summarized
by the following expression

whereK andgp are the mass weighted Hessian and gradient
(along vectorp). The time derivative on the right-hand side
is equivalent to a change over the infinitesimally short
trajectory defined byq ) (δtp, whereq andp are the mass
weighted coordinates and momenta. Thus, given a set of trial
vectors spanning a small subspace, a single optimization step
can be carried out by computing the residuals and evaluating
the appropriate matrix elements using eq 1. The improved
vectors are then used to perform another iteration, and so
on, until convergence. Clearly, the storage requirement is
drastically reduced: from the usualO(N2) in the conventional
calculation with Hessian toO(N) in the iterative calculation
using eq 1, whereN is the number of atoms.

In the present work we report an extension of a block
Davidson iterative method,30,31whose modified version was
tested in the earlier work,24 by adding the capability to
converge all the normal modes up to a given threshold
without compromising the scaling properties of the algorithm.
Benchmark calculations are presented for the normal modes
of a 222 residue (3503 atoms) protein converged up to 300
cm-1 (a total of 1954 normal modes) and between 2840 cm-1

and 3680 cm-1 (1782 normal modes).

2. Computational Methods
To carry out full diagonalization of the matrix we combine
two techniques: (1) a flexible iterative procedure and (2) a
memory-efficient evaluation of matrix-vector products.

2.1. Iterative Procedure.The Hessian eigenvalue equation
for normal modeI is

whereyI is the eigenvector with the corresponding eigenvalue
λI. The Davidson procedure30 for finding the lowest root (I
) 1) of eq 2 involves optimization of a trial vector in an
orthogonal subspace, a vector space that is much smaller
than the size of the matrix. The approximate solution at
iteration n is a linear combination of then basis vectors,
i.e.,

with the expansion coefficients satisfying the variational
condition for the lowest root

where B is the column matrix of vectorsb. The new
expansion vector that is added to the iterative subspaceB is
derived from perturbation theory,30 as follows

whereD is the diagonal part ofK , andr ′′I is the residual of
the current approximation to the lowest root, i.e.,

One then proceeds by appending the orthogonal comple-
ment r̃ ′I of r ′I to the subspaceB and diagonalizing the (n +
1) × (n + 1) interaction matrixKBB ≡ B†KB . The procedure
is repeated until the eigenvalueλI is stationary (the eigenvalue
criterion), or the norm of the residualr ′′I is small enough
(the wave function criterion). In case the number of expan-
sions is too large, the procedure is restarted. There exist a
variety of methods to improve the diagonal matrix ap-
proximation in eq 5,32 but this discussion is beyond the scope
of the present work.

The extension to excited states is straightforward and can
be done by simply searching for the next lowest root subject
to orthogonality constraint to all the previously converged
roots. However, due to the high density of vibrational levels
of macromolecules with many weak interactions, it often
becomes necessary to perform a simultaneous optimization
of several roots. Given a set of trial vectors{y}L one proceeds
by building up the iterative subspaceB. Each new iteration
expands the subspace byL vectors, whereL is the number
of roots that are simultaneously optimized. This method is
known as the block-Davidson method.33 Similarly to the
single root procedure, the subspaceB is periodically col-
lapsed toL vectors to save space.31

In practice, periodic collapse of theB-space to one (or a
few) vector per root hinders convergence of the Davidson
procedure. Van Lenthe and Pulay34 first demonstrated on the
single root Davidson method that collapsing theB-space on
every iteration while retaining the solution vector from the
previous iteration basically preserves the variational flex-
ibility of the original method. In other words, theB-space
at iterationn consists of three vectors, namely,{ỹI

(n-1), yI
(n),

r̃ I
(n)}, whereỹI

(n-1) is the orthogonal complement toyI
(n), and

Kp ) dgp/dt (1)

Ky I ) λIyI (2)

yI
(n) ) ∑

i

n

cIi
(n)bi (3)

B†KBcI
(n) ) λIcI

(n) (4)

r ′I ) -(D - λI1)-1r ′′I (5)

r ′′I ) Ky I - λIyI (6)
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r̃ I
(n) is the projectedorthogonal complement toỹI

(n-1) and
yI

(n) (cf. eq 8). This method blends together the theory of
conjugate gradients and the original Davidson method for
the ground state. It has also been shown that simultaneous
optimization of several roots for extraction of excited states
is possible in this framework.31,35-37

The procedure described here is a slight modification of
the method suggested by Murray et al.31 and is a straight-
forward adaptation of a block version of the van Lenthe-
Pulay method34 for the ground state. The next approximation
to root I at iterationn is expanded in a linear combination
of orthonormalB-space vectors

whereL is the number of roots optimized. On each iteration
we solve for the expansion coefficients{cI

(n)}3L in eq 7 by
diagonalizing the 3L × 3L KBB matrix. The approximation
to the eigenvalueI is the corresponding eigenvalue ofKBB.
A similar formulation has previously been tested by Knyazev
on a number of model problems in physics.35-37

With the constraint that the root with indexJ must be
converged before, or simultaneously with, the root of index
J + 1, etc., the iterations are repeated until the firstl roots
in the block (1e l e L) satisfy certain convergence criteria.
(The l converged vectors are then locked and appended to
an existing file.) To continue with the iterative process, we
use the virtual states at current and previous iteration as the
guess for rootsL + 1, ‚‚‚, L + l + 1. These virtual states
are nonoptimized eigenvectors of theKBB matrix, i.e.,
{cI

(n)}, I ) L + 1, ‚‚‚, 3L, but, as experience shows, they
provide an excellent starting point for the upper roots. The
procedure does not lose its effectiveness because the virtual
states share the conjugate gradient property with theL
optimized vectors. The total number of converged roots,
designated by a cumulative indexM, is increased byl, and
the indexI is reset to run over the rootsM + 1, ‚‚‚, M + L.
The following iterations simply require that the residuals
{r ′I}L be orthogonal to all the converged vectors (before
adding their orthogonal complement to the iterative subspace)
which is done by applying the projector to each residual

The converged vectors{yI}M are read from the storage file
one at a time and applied successively onto the set{r ′I}L

using eq 8; the file is then rewound to prepare for the next
iteration. This read-rewind step is done once per iteration.

The upper extreme of the spectrum can be converged in
the same fashion by replacing the Hessian operator with its
negative, i.e.,K f -K . The eigenvalues change the sign
on this transformation, while the eigenvectors are unchanged.
Unlike the usual approach of designing the inverse or the
shift operator,5,12 the negative Hessian approach does not

require matrix transformations or any additional matrix-
vector operations. The high frequency modes are localized
and converge significantly faster than the low-frequency
ones. This property suggests a useful technique to first
converge a bulk of the upper states and then converge the
lower ones subject to orthogonality constraint.

The method of projection by eq 8 is similar to the standard
deflation techniques, and it achieves the same goal by
reducing the search space.38 However, if many eigenvectors
are needed, the convergence criteria must be very strict to
ensure that the cumulative error remains small. The overall
procedure is stopped afterM has exceeded a desired limit,
or λM has reached a preset threshold. Figure 1 illustrates this
process. The above-described procedure can be referred to
as a sliding block Davidson-VanLenthe-Pulay method or
simply a “sliding block” method. We note that similar
iterative techniques based on the Lanczos method39 have long
existed in the literature.35-37,40-44

2.2. Hessian-Vector Product.Construction of theKBB

matrix requires evaluation of Hessian-vector products. Given
the set of preconditioned and normalized residual vectors
we must compute and store their products with the Hessian,
{Kr̃ I}L. It can be shown analytically16,17 that the algebraic
multiplication of the 3N × 3N Hessian matrix on an arbitrary
vector is equivalent to differentiation of the gradient along
the vector (cf. eq 1). A concise proof of this can be obtained
by evaluating the time derivative of the gradient along a
classical trajectory, i.e.,

Figure 1. A schematic illustration of the iterative subspace
through iterations n - 1 f n f n + 1. It is implied that the
first M roots have been converged in n - 2 iterations. y(n) are
defined as the vectors obtained by diagonalizing the 3L × 3L
matrix at iteration n. In the depicted procedure, at iteration n
- 1 no new roots have been converged. Thus, the roots
y1,L

(n-1), their residuals r1,L
(n-1), and previous roots y1,L

(n-2) are
used as the updated basis for iteration n (see the dashed
lines). After diagonalization, l lowest roots have been con-
verged at iteration n (shown by the hashed space), and the
corresponding vectors are passed on to the next iterations.
The procedure can continue until either a frequency threshold
is reached or the number of converged roots has reached
the desired limit.

yI
(n+1) ) ∑

j

3L

cIj
(n) bj

(n) (7)

) ∑
j)1

L

cIj
(n) yj

(n) + ∑
j)L+1

2L

cIj
(n) ỹj-L

(n-1) + ∑
j)2L+1

3L

cIj
(n) r̃ j-2L

(n)

r I ) r ′I - ∑
j)1

M

yjyj
†r ′I (8)
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where q and p are the mass weighted coordinates and
momenta. Since the trajectory is arbitrary, the momentump
can be thought of as an input (trial) vector. The time
derivative is evaluated numerically by central differences.
Given a unit vector, its product on the Hessian is computed
as follows

wherex are 3N Cartesian coordinates,δx ) Rm-1/2û, R )
s/(û†m-1û)1/2, and m is the 3N × 3N diagonal matrix of
atomic masses. The displacement parameterscan be chosen
in the range 10-5-10-3 a0.

2.3. Anharmonicity and Mode Lifetime. Anharmonic
effects, such as mode coupling and lifetime, can be estimated
directly by computing variations of the eigenvalues of the
Hessian. If the normal mode vectoryI is sufficiently
converged, the first derivative of the Hessian expectation
value in modeI with respect to the normal coordinates is

The right-hand side contains the first derivative of the
Hessian which carries the information of third derivatives
of the potential. Similar to eq 10 the differentiation is done
numerically. For the normal coordinateJ

where δxJ is the Cartesian displacement vector along the
normal directionJ. The two Hessian vector products are then
evaluated using eq 10 resulting in a total offour gradient
computations. Using∂ωI/∂QJ ) (∂λI/∂QJ)/(2ωI) andδQJ ≡
RJ, we obtain the following expression for the derivative of
the frequency

where δxIJ
s/d ≡ δxJ ( δxI. For I ) J, eq 13 provides a

measure of anharmonicity of modeI, while for I * J it yields
two-mode coupling strength.

The first derivatives can be used to calculate fluctuation
of frequencies and consequently the lifetime of a particular
mode. The quantum mechanical expression for the variance
of the frequency of normal modeI is

where brackets imply a thermal average overQ. Using eq
13 to expand the frequency to the first order inδQ ≡ Q -
Qeq and after the cancellation of the linear and the constant
terms we obtain a simplified result

whereΩI is the tensor of first derivative moments, and the
notationωI

J is short form for derivative with respect toJ.
The integration is completed analytically in the normal mode
basis

The summation runs over the available normal modes. From
the uncertainty principle, the lifetime of a mode can be
estimated asτI ∼ 1/〈∆ωI

2〉1/2. Equation 16 should provide a
reliable estimate for lifetimes at low temperatures where the
cubic terms in the potential dominate nonharmonic dynamics.
A more rigorous theory for calculation of the lifetime
involves a quantum mechanical treatment using perturbation
theory,45 as has been applied in similar calculations.46,47

The present method to estimate lifetime is closely related
to the classical molecular dynamics and Monte Carlo
simulation of the〈∆ω2〉 quantity, where the averaging is done
over phase space classically. The corresponding classical
counterpart of expression 16 in thep f 0 limit yields

The results for〈∆ω2〉 bear close similarity to the well-known
NMA expressions for atomic square fluctuations.5

3. Vibrational Modes of Bacteriorhodopsin
We implemented the sliding block iterative diagonalization
method into the TINKER48 suite of molecular modeling
codes. The method was tested first on a small protein, Trp-
cage (PDB code: 1L2Y,49 20 residues) for which exact
normal-mode frequencies can be calculated using standard
matrix diagonalization with the explicit Hessian matrix. The
potential function of Trp-cage was described with the
AMBER force field ff98 for nucleic acids.50,51 The protein
was first energy minimized until the RMS gradient was less
than 10-6 kcal/(mol Å). Figure 2 shows Trp-cage frequencies

dg

dt
) ∑

j

∂g

∂qj

dqj

dt
) Kp (9)

Kû ) 1

2Rm1/2
[3V(x + δx) - 3V(x - δx)] (10)

3yI
†Ky I ) yI

†(3K )yI (11)

(∂K
∂QJ

)yI ) 1
2δQJ

[K (x + δxJ)yI - K (x - δxJ)yI] (12)

∂ωI

∂QJ
) 1

8RIRJωI
yI

†m-1/2(3V(x + δxIJ
s ) + 3V(x - δxIJ

s ) -

3V(x + δxIJ
d ) - 3V(x - δxIJ

d )) (13)

〈∆ωI
2〉 ) 〈ωI

2(Q)〉 - 〈ωI(Q)〉2 (14)

〈∆ωI
2〉 ) 〈δQ†ΩIδQ〉 (15)

Figure 2. Frequencies of Trp-cage obtained with the block
Davidson method (open circle, only every 10th frequency is
show for clarity). The exact frequencies from full diagonal-
ization (solid line) are shown for comparison.

〈∆ωI
2〉QM )

p

2
∑
J)1

M (ωI
J)2

ωJ

coth( pωJ

2kBT) (16)

〈∆ωI
2〉CM ) kBT∑

J)1

M (ωI
J

ωJ
)2

(17)
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obtained by the two methods. The two sets of eigenvectors
were compared by calculating their overlap, which on
average was 99.999%.

We now turn to the much larger protein, for which the
calculation and storage of the full Hessian is prohibitive.
Bacteriorhodopsin is a transmembrane protein found in the
purple membrane of Halobacterium salinarum.52 The study
of bR has become an area of considerable interest in
biochemistry seeking information about the protein’s dynam-
ics and function, for three main reasons.53 The protein is
unusually stable. It exhibits strong spectral shifts in the 400-
600 nm range which are connected to reaction intermediates,
and it is possible to measure vibrational spectra, character-
izing geometries as well as protonated states.

The structure, dynamics, and energetics of bR have been
studied extensively by molecular dynamics simulations.54-58

Conformational modes of bR have also been studied using
inelastic neutron scattering.59,60Recently, far-infrared (FIR)
spectral measurements of wild-type (WT) and D96N mutant
bR have been carried out using terahertz time domain
spectroscopy.61 In the same work,61 the lowest few normal
modes of bR were calculated using the iterative diagonal-
ization method of Mouawad and Perahia62 and compared to
the experimental measurements. Those calculations revealed
the lowest frequency mode at∼10 cm-1. Some very low-
frequency modes (below 10 cm-1) observed experimentally
were missing in this theoretical spectrum. We noted that in
this normal mode calculation61 strict cutoffs were imposed
for the nonbonded interactions.

In the present calculations, geometry optimization and the
NMA were carried out in the gas phase without any cutoffs
imposed on the long-range interactions. Previous studies,63

for example, pointed out the existence of long-range interac-
tions between the cytoplasmic and extracellular surface
domains of bR that are mediated by salt bridges and
hydrogen-bonded networks. Such long-range interactions are
therefore expected to be of functional significance. The X-ray
diffraction structure of WT-bR (PDB code: 1C3W64) served
as the starting point for geometry optimization. The potential
function was described with the Charmm27 parameter set.65,66

The structure was energy minimized until the RMS gradient
was less than 10-5 kcal/(mol Å). Full normal mode calcula-
tion of WT-bR would require∼0.4 GB of memory, while
the present method required a maximum of 6.3 MB. A
convergence criterion of 0.001 cm-1 for the frequency was
used for all calculations.

The first 1954 normal modes up to 300 cm-1 were
calculated in four stages, 0-100, 100-200, 200-250, 250-
300 cm-1. To converge the first 696 normal modes up to
100 cm-1 we used a 200-vector block starting with a random
set of vectors. The procedure required 807 iterations and took
∼300 h of CPU time on a single 2.4 GHz processor. The
other three stages were completed with 100-vector blocks.
It was observed that the lowest root in each stage was always
higher than the highest root of the previous stage, as is
required by the variational principle. We are thus confident
that no roots were missed in the procedure. Figure 3 shows
the convergence profile of the lowest 10 normal modes in
the later steps of diagonalization. The early steps of the

algorithm, iterations 1-20, quickly remove the high fre-
quency components from the guess vectors. The following
iterations simply work to refine the strongly coupled vectors,
and it may take hundreds of iterations to cleanly separate
the true eigenstates. Thus, the initial guess is not as important
as the size of the block (the bigger the block, the more
efficient the convergence) or the preconditioning scheme.
Reiher et al. investigated the effects of the approximate
inverse ofK in eq 5 and found encouraging results.20 Their
scheme can also be applied in the present calculations.

Figure 4 demonstrates the dependence of the number of
converged roots as a function of iterations. The lowest part
of the spectrum that contains many delocalized vibrations is
very difficult to converge. Note that it took 294 iterations to
converge the first root,ω1 ) 1.442 cm-1. Overall, the first
123 modes converged in 300 iterations. The convergence
curve as a function of iteration appears to be a superposition
of two lines. The crossover point occurs at 807 iteration

Figure 3. The convergence of the lowest 10 normal-mode
frequencies of WT-bR. Note the configuration mixing occurring
between 100 and 200 iterations, seen here as “avoided
crossing”. The nearly degenerate pairs (6,7) and (8,9) change
character several times before iteration 200. The lowest root
uncouples from the rest at early stages but converges very
slowly.

Figure 4. The number of converged normal-mode frequen-
cies of WT-bR as a function of iterations. Note the crossover
point at 807 iteration where the block size was reduced from
200 to 100.
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where the block size was changed fromL ) 200 to L )
100. The smaller block results in more iterations per root.
Simple extrapolation can give an estimate of the computa-
tional cost required to obtain more roots, provided the density
of states does not change rapidly.

A density of the normal modes of WT-bR up to 300 cm-1

is plotted in Figure 5. The NM distribution has been
represented as a sum of Gaussians with a width 0.5 cm-1.
The density of the states is very broad and increasing up to
75 cm-1, similar to experimental measurements.61 Above 75
cm-1 the density of the states slowly decreases and then goes
up again at 250 cm-1. Experimental measurements of infrared
absorbance of bR in solution show similar behavior.11

Among many useful properties, normal modes can be used
to determine the role of collective motions in the dynamics
of the system. The participation ratios have been used to
characterize the degree of delocalization of the normal modes
in liquid67 and protein systems.69,70 The participation ratios
are defined as follows

whereNr is the number of residues, andNl is the number of
atoms in thelth residue. One can interpret 1/RI

a as the
number of degrees of freedom involved in theIth mode and
1/RI

r as the number of protein residues participating in that
mode. If a mode is completely localized, only one of the
eigenvector coefficients will be nonzero and 1/RI

a will be
equal to unity. On the other hand, if a mode is completely
delocalized, each degree of freedom will be equally involved
in that mode and 1/RI

a will be equal to 3N.
Table 1 shows the lowest 20 normal-mode frequencies of

WT-bR up to 10 cm-1 with the corresponding residual norms
(eq 6), quantum lifetimes (eq 16), and participation ratios
(eq 18). Low-frequency modes are typically delocalized
throughout the protein and involve mainly collective move-
ments of residues. Most of the normal modes of WT-bR up
to 10 cm-1 are delocalized, with 1/RI

a > 200. However, the

lowest normal modeω1 ) 1.442 cm-1 is almost completely
localized on the loop that connects helices B and C (Figure
6), and the participation ratio suggests involvement of only
5 residues (residues 68-72) GLY-GLY-GLU-GLN-ASN.

Figure 5. Unaveraged density of normal modes of WT-bR.

Table 1. Lowest Frequencies in cm-1 of WT-bR with the
Associated Residual Errors, Quantum Lifetime in ps, and
the Inverse Participation Ratios Defined in Eq 18

I ωI |rI| τI(0 K) 1/RI
a 1/RI

r

1 1.442 0.18156E-8 0.16 39 5
2 4.003 0.13395E-8 11.0 1211 99
3 5.042 0.12619E-8 5.0 894 89
4 5.988 0.15719E-8 8.6 993 86
5 6.452 0.12818E-8 15.1 306 24
6 6.760 0.14046E-8 11.5 914 75
7 6.877 0.18801E-8 6.8 382 37
8 7.234 0.19270E-8 6.8 284 29
9 7.388 0.13283E-8 9.5 79 8

10 8.040 0.16267E-8 21.4 857 64
11 8.434 0.11833E-8 6.8 600 56
12 8.530 0.16593E-8 20.0 807 50
13 8.883 0.16471E-8 4.1 388 42
14 9.088 0.21947E-8 22.2 238 21
15 9.281 0.15329E-8 18.5 325 31
16 9.737 0.18148E-8 24.5 236 26
17 9.778 0.13752E-8 12.6 353 30
18 9.959 0.14946E-8 24.4 817 68
19 10.111 0.16286E-8 15.3 157 14
20 10.190 0.16805E-8 17.4 900 76

Figure 6. The 1.442 cm-1 mode of WT-bR represented as
two superimposed structures: the equilibrium and the slightly
displaced structure with δE ) 3.6 cm-1 along the normal mode
vector. The largest displacements occur in the BC loop in the
extracellular part of the protein. The figure was created with
PyMOL.68

RI
a ) ∑

j

3N

(yIj)
4 (18)

RI
r ) ∑

l

Nr

[∑
j

3Nl

(yIj)
2]2
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For comparison, we plot displacements of all atoms and CR’s
of the two lowest normal modes in Figure 7. The largest
displacements correspond to CR’s of GLY-69 and GLN-71
residues. We noted that the CR’s displacements are much
smaller than displacements of the protein side chains. The
greater flexibility of the interhelical loops was predicted in
molecular dynamics studies.71,72

The lifetime of the highly localized lowest frequency
mode,τ1 ≈ 161 fs, is an order of magnitude shorter than the
lifetime of the other modes, pointing to its spatial instability,
i.e., propensity to jump to another minimum. Thermal
stability of the normal modes is depicted in Figure 8 where
we compare quantum and classical calculations. As expected,
the lower frequency modes reach the classical limit (1/kBT
f 0) faster than the higher frequency ones, and, already at
10 K, the classical results for all the frequencies up to 10
cm-1 are similar to the quantum ones. It is interesting to
note that some modes destabilize much quicker than others
with increasing temperature. For example,ω2 ) 4.003 cm-1

which corresponds to the collective motion (see Figure 7b)

has a sharply decreasing lifetime curve, crossing two states.
On the other hand,ω7 ) 6.877 cm-1 has a flat lifetime curve
up to 10 K.

The upper extreme of the spectrum between 2840 and 3680
cm-1 was also obtained using the technique mentioned in
section 2. For the dominant spectral features the atomic
motion was analyzed, and the peaks were assigned (Figure
9). The spectrum contains localized A-H vibrations (where
A ) C, N, O) that converged more rapidly than the collective
modes. Using a 100 vector block, it took 700 iterations to
converge all the 1782 high frequency modes. The sliding
block procedure clearly identified the gap in the density of
states of WT-bR. The modesω8721) 1751.8 cm-1 localized
on the E helix (C-C stretch of the TRP-134 side chain) and
ω8722) 2839.3 cm-1 localized on the BC loop (C-H stretch
of the MET-64 side chain) represent the left and right sides
of the gap in the spectrum.

To briefly address the usefulness of sparse matrix diago-
nalization approaches and possibly shed light on the origin
of the localized lowest frequency mode, we performed
diagonalization using a cutoff scheme for the long-range
interactions. All the nonbonded interactions were truncated
at several values, and the lowest few roots were converged
for each value of the cutoff radius,rc. Truncation of the
nonbonded interactions is equivalent to the removal of small
off-diagonal Hessian elements based on a threshold. The
resulting eigenvalues are approximate, although the errors
of such calculations are rarely reported. Figure 10 shows
the dependence of the first three frequencies on the cutoff
radius. The frequencies are barely perturbed forrc > 25 Å
indicating that there are no dynamically significant interac-
tions beyond 25 Å. However, as the cutoff radius is made
smaller, the lowest mode undergoes substantial variations
in frequency, and in the range 12< rc < 22 Å it becomes
unstable, while the excited states remain roughly the same.
If the nonbonded forces are removed for all distances less
than 10-11 Å, the modes lose their identity, as seen by the
plunging curves in the figure, and the protein is possibly
distorted to a nearby structure (a local minimum). The
participation ratios of the lowest mode are also quite sensitive
to the interaction radius. At 15 Å, for example, 1/RI is about
84 and still bears characteristics of a localized mode, but at
11 Å, RI is 1100, the signature of a typical collective mode.

Figure 7. Squared amplitudes summed over the three
Cartesian directions for all atoms (upper panels) and CR atoms
(bottom panels) for the lowest two normal modes (a) ω1 )
1.442 cm-1 and (b) ω2 ) 4.003 cm-1. The lowest normal mode
is completely localized on the BC loop, while the second mode
represents typical collective motion.

Figure 8. Temperature dependence of lifetimes up to 300 K
of several low-frequency modes of WT-bR. The lifetime
calculations were done using formulas 16 (for QM results) and
17 (for CM results). The summations included the states up
to 40 cm-1, a total of 200 states. The horizontal scale is
logarithm base of 10.

Figure 9. High-frequency vibrations of WT-bR.
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4. Concluding Remarks
The gradient based iterative diagonalization method presented
here is designed specifically to treat large biomolecules on
the all-atom basis. The method is CPU-bound, rather than
memory-bound, and its scaling properties are akin to
molecular dynamics simulations. Each iterationL Hessian-
vector products (2L gradients) are computed. In sequential
calculations the gradient evaluations comprise the main
bottleneck, although it is clear that massive parallelization
(for large L) is almost trivial since theL Hessian-vector
products are unrelated to each other.

Because the iterative subspace is nonexpanding, only the
3L vectors and their 3L Hessian products need to be stored
in memory, resulting in a total storage of 18LN elements
for a molecule withN atoms. In double precision, the rule
of thumb for the memory is 144 MB for a 100-vector block
per 104 atoms. Thus, all-atom calculations for systems with
up to 106 atoms are not unrealistic, and it is possible to
converge the entire spectrum while storing only the 3L
vectors and their 3L Hessian products in memory.

Calculations are presented for a moderate size protein,
WT-bR (3503 protein atoms, 222 residues), in gas phase.
Analysis of the results points to two observations: (i) the
existence of noncollective, localized low-frequency modes
in proteins, also found in the recent calculations of Cui et
al.73 and (ii) the importance of the long-range electrostatic
and van der Waals interactions. In conventional macromo-
lecular simulations, to speed up the calculation, cutoff
schemes74 are applied to all nonbonded interactions. (For
example, in WT-bR the nonbonded interactions cutoff at 20
and 13 Å reduced the effort to compute the gradient by three
and four times, respectively.) Although the cutoff ap-
proximation may not always cause severe problems, it should
be used with caution, especially if the simulation involves
charge transfer. The calculations presented here have revealed
that long-range forces acting up to 25 Å can destabilize some
of the low-frequency modes. It is thus conceivable that the
NMA methods that use sparse matrix techniques may not
properly capture the vibrational dynamics by simply discard-
ing the many small matrix elements. More numerical tests

are necessary to better understand the potential dangers of
using the sparse Hessian approaches for macromolecules.
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Abstract: This paper introduces a self-consistent computational protocol for modeling protein

electrostatic potentials according to static point-charge model distributions. The protocol involves

a simple space-domain decomposition scheme where individual molecular domains are modeled

as Quantum-Mechanical (QM) layers embedded in the otherwise classical Molecular-Mechanics

(MM) protein environment. ElectroStatic-Potential (ESP) atomic charges of the constituent

molecular domains are computed, to account for mutual polarization effects, and iterated until

obtaining a self-consistent point-charge model of the protein electrostatic potential. The novel

protocol achieves quantitative agreement with full QM calculations in the description of

electrostatic potentials of small polypeptides where polarization effects are significant, showing

a remarkable improvement relative to the corresponding electrostatic potentials obtained with

popular MM force fields. The capabilities of the method are demonstrated in several applications,

including calculations of the electrostatic potential in the potassium channel protein and the

description of protein-protein electrostatic interactions.

1. Introduction
The development of rigorous and practical methods for the
accurate description of molecular electrostatic potentials is
a subject of great interest,1-25 since the energetics of
molecular processes is often dominated by electrostatic
energy contributions.26-52 In particular, electrostatic interac-
tions play a central role in a variety of molecular processes
in biological molecules,26-29 including enzyme catalysis,30,31

electron transfer,32,33proton transport,30,34-37 ion channels,38,39

docking and ligand binding,40-45 macromolecular assem-
bly,46-50 and signal transduction.51,52 However, a rigorous
and practical ab initio method to compute accurate electro-
static potentials of biological molecules has yet to be
established.53-59 This paper introduces one such method, an
approach to obtain static point-charge models of protein

electrostatic potentials by combining a novel iterative self-
consistent space-domain decomposition scheme with con-
ventional Quantum Mechanics/Molecular Mechanics (QM/
MM) hybrid methods.

QM/MM hybrid methods partition the system into QM
and MM layers,60 offering an ideally suited approach for
describing the polarization of a molecular domain due to the
influence of the surrounding (protein) environment. Such a
methodology models the electrostatic perturbation of the MM
layer, on the QM domain, according to the static point-charge
model distributions prescribed by MM force fields.61-66

However, it is widely recognized that standard MM force
fields are not sufficiently accurate as to reproduce ab initio
quality electrostatic potentials. Overcoming this problem
requires extending MM force fields with an explicit descrip-
tion of polarization, an open problem that has been the
subject of intense research over the past decade.1-25,67-70

Significant effort has been focused on the development
of both polarizable protein force fields6-15,67-70 and polariz-
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able models for small molecules.15-25 While these methods
are expected to become routine practice, no polarizable force
field has so far been widely implemented for protein
modeling. Parameters are still under development, and
published applications are limited to those from the develop-
ment groups. This is partly due to the inherent difficulty of
the polarization problem and the fact that the behavior of
polarizable force fields for flexible molecules (e.g., amino
acids) has yet to be fully understood.24 Also, the methods
and software required to treat polarization are not as
standardized as for the pairwise protein potentials. Finally,
the increased complexity and expense of polarizable force
fields make their applications to protein modeling justifiable
only when introducing significant corrections.

Semiempirical QM approaches, based on linear-scaling
methods, are nowadays capable of calculating molecular
electrostatic potentials for systems as large as proteins.71-74

Comparisons to benchmark calculations, however, indicate
that accurate calculations of electrostatic potentials would
still require the development of more reliable semiempirical
methods,75-77 a problem that remains a subject of much
current research interest.78-81

Considering the central role of electrostatic interactions
in biological systems, it is therefore imperative to develop
accurate, yet practical, approaches for describing molecular
electrostatic potentials. To this end, the first objective is the
development of a computational protocol capable of provid-
ing accurate electrostatic potentials for proteins in well-
defined configurations. The protocol introduced in this paper
addresses such a computational task by computing protein
electrostatic potentials according to rigorous ab initio quan-
tum chemistry methods. Under the new protocol, the protein
is partitioned into molecular domains according to a simple
space-domain decomposition scheme. ElectroStatic-Potential
(ESP) atomic charges of the constituent domains are
iteratively computed until reaching convergence in the
description of the protein electrostatic potential. Such an
iterative scheme scales linearly with the size the system,
bypassing the enormous demands of memory and compu-
tational resources that would be required by a brute-force
quantum chemistry calculation of the complete system. The
accuracy and capabilities of the method are demonstrated in
applications to benchmark calculations as well as in studies
of the electrostatic potential in the potassium ion channel
and electrostatic contributions to protein-protein inter-
actions.

The paper is organized as follows. Section 2.1 describes
the specific QM/MM methodology applied in this study.
Section 2.2 describes the space-domain decomposition
scheme for computations of electrostatic potentials. The
computational details regarding the calculation of ESP
charges are outlined in the Appendix. Results are presented
in section 3, including applications to calculations of
electrostatic potentials in the potassium channel protein and
the description of protein-protein electrostatic interactions
in the barnase-barstar complex, modeling solvation effects
according to the Poisson-Boltzmann equation. Section 4
summarizes and concludes.

2. Methods
2.1. QM/MM Methodology. The computational protocol,
detailed in section 2.2, can be implemented in combination
with any QM/MM hybrid method in which the polarization
of the QM region due to the electrostatic influence of the
surrounding molecular environment is explicitly considered.
The particular QM/MM methodology applied in this study
is the ONIOM-EE (HF/6-31G*:Amber) approach,82-88 as
implemented in Gaussian03,89 with QM and MM layers
defined in Figure 1.90

In the ONIOM-EE approach, the molecular domain of
interest (herein called regionX) is treated according to
rigorous ab initio quantum chemistry methods, while the rest
of the system (herein called regionY) is treated according
to MM force fields. For systems where regionsX andY are
covalently bonded, a QM/MM boundary is defined, and the
covalency of frontier atoms is completed according to the
standard link-hydrogen atom scheme.

The computation of a molecular propertyA (e.g., the
energy, or the molecular electrostatic potential) involves the
combination of three independent calculations:

Here,AX+Y(MM) is the property of interest, modeled at the
MM level of theory for the complete system, whileAX(QM)
andAX(MM) are the same property of the reduced-system
computed at the QM and MM levels of theory, respectively.

The effect of electrostatic interactions between the QM
and MM layers is included in the calculation of bothAX(QM)
and AX(MM). In particular, AX(QM) includes the effect of
electrostatic interactions between the distribution of charges
in the MM region and the electronic density of the QM layer
obtained according to ab initio quantum chemistry methods.
In addition, the contributions due to electrostatic interactions
between regionsX and Y, modeled at the MM level, are
included in the calculation of bothAX(MM) and AX+Y(MM)
and therefore cancel out. The resulting evaluation of mo-
lecular properties thus includes a QM description of polariza-
tion of the reduced system, as influenced by the surrounding
protein environment, while van der Waals interactions
betweenX and Y are described at the MM level. For

Figure 1. Representation of the regions used in the fitting
procedure for each QM/MM calculation. Although a single
residue is shown, region 1 may actually contain more than
one residue.

A ) AX+Y(MM) + AX(QM) - AX(MM) (1)
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comparison, QM/MM calculations where the QM layer is
notpolarized by the surrounding environment are performed
at theONIOM Molecular-Embedding(ONIOM-ME) level
of theory. In this QM/MM approachAX(QM) andAX(MM)
do not include electrostatic interactions between regionsX
andY.

Determination of ESP atomic charges is based on a least-
squares minimization procedure where the electrostatic
potential due to the ESP charges is fitted to the QM/MM
electrostatic potential computed over a set of grid points
around the QM layer. A detailed description of the calcula-
tion of ESP atomic charges, subject to the boundary
conditions imposed by the link-hydrogen atom scheme, is
presented in the Appendix.

2.2. Space-Domain Decomposition Scheme.Consider the
task of modeling the molecular electrostatic potential of a
polypeptide in a well-defined configuration (e.g., the X-ray
structure). For a small polypeptide, such a calculation can
be accomplished by first computing the molecular electronic
density, according to rigorous ab initio quantum chemistry
methods, and subsequently fitting the electrostatic potential
on a set of grid points around the molecule to a standard
multipole expansion.78,91-93

The simplest model truncates the multipole expansion after
the monopole term, thus requiring only the calculation of
ESP atomic charges. While rigorous, such a calculation is
computationally intractable for large systems (e.g., proteins)
due to the overwhelming demands of memory and compu-
tational resources that would be required by ‘brute-force’
quantum chemistry calculations of the complete system. As
a result, it is common practice to approximate protein

electrostatic potentials as a sum of the electrostatic potentials
of the constituent molecular fragments (e.g., amino acid
residues), neglecting the mutual polarization effects. Com-
putations based on popular MM force fields61-66 as well as
studies of protein docking42,48 or activity relationships94,95

are based on such an approximation, even though breakdown
of this assumption is the rule rather than the exception
whenever there are charged or polar fragments (e.g., amino
acid residues) in the system. It would, therefore, prove a
significant advance to extend such a methodology to compute
distributions of ESP atomic charges where polarization
effects are explicitly considered.

Motivated by the necessity to avoid a ‘brute-force’
quantum chemistry calculation of the complete system, an
iterative space-domain decomposition scheme is introduced
(see Figure 2): the system is partitioned into molecular
domains (green regions in Figure 2) of suitable size for
efficient quantum chemistry calculations. For simplicity,
proteins are partitioned inton molecular domains containing
amino acid residues R1, R2, ..., Rn, although more general
partitioning schemes could be considered analogously (e.g.,
partitions containing more than one residue, ions, and solvent
molecules). The computation of the protein electrostatic
potential can then be accomplished as follows. Starting with
a QM layer containing amino acid residue R1 (see top-left
panel of Figure 2, green region), the ESP atomic charges of
R1 are computed according to the QM/MM hybrid methods
that explicitly consider the electrostatic influence of the MM
layer describing the surrounding protein environment. Next,
the QM layer is redefined as a molecular domain containing
amino acid residue R2 (see top-right panel of Figure 2, green

Figure 2. Representation of the MoD-QM/MM method. Green surfaces represent the QM region in QM/MM calculations. Colored
balls and sticks represent regions with updated charges.
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region). The atomic charges of R1, now in the MM layer
(balls and sticks, top-right panel of Figure 2), are updated
according to the ESP charges obtained in the previous step.
The ESP atomic charges of amino acid residue R2 are
computed analogously, and the procedure is subsequently
applied to the remaining set of molecular domains containing
amino acid residues R3 ... Rn. Note that each calculation of
atomic charges considers the updated distribution of charges
on all previously considered molecular domains. The entire
computational cycle is subsequently iterated several times
until reaching self-consistency.

The resulting methodology (called ‘Moving Domain-QM/
MM’ (MoD-QM/MM) approach throughout this manuscript)
converges within a few iteration cycles (i.e., usually 4 or 5
cycles), scaling linearly with the size of the system (i.e., the
total computational time isτ ) Nc × τ0 × n, whereNc ≈ 4
is the number of iteration cycles needed for convergence,τ0

is the average computational time required for a single-point
calculation of an individual molecular domain, typically a
few minutes, andn is the number of molecular domains in
the protein). The advantage of the resulting electrostatic
potential, relative to other models based on static point-charge
model distributions,61-66 is that the MoD-QM/MM approach
explicitly considers mutual polarization effects between
amino acid residues, providing ab initio quality electrostatic
potentials (see section 3). The accuracy of the resulting
molecular electrostatic potential, however, comes at the
expense oftransferability since the computed distribution
of atomic charges is in principlenontransferableto other
protein configurations. Therefore, while accurate, the com-
puted electrostatic potential is useful only for applications
where conformational changes are negligible.

Figure 3 illustrates typical convergence rates for the
implementation of the MoD-QM/MM computational proto-
col, as applied to the calculation of the molecular electrostatic
potentials of three representative protein structures down-
loaded from the Protein Data Bank, including Ubiquitin from
Human erythrocytes(1ubq), solved at 1.8 Å resolution,96

Proteinase K (2prk) fromTritirachium album, solved at 1.5
Å resolution,97 and Glucagon (1gcn) fromSus scrofa, solved
at 3.0 Å resolution.98 Figure 3 shows a convergence measure

as a function of the iteration cycle, defined as the maximum
change in atomic charges per residue averaged over all amino
acid residues in the protein. It is shown that self-consistency
is typically achieved within four iteration cycles, a conver-
gence rate that is found to be independent of the system size.
It is also found that the convergence rate is independent of
the order chosen for treating individual molecular domains
in each cycle.

To illustrate typical results of protein polarization, as
modeled by the MoD-QM/MM protocol, Figure 4 shows a
color map of the 1ubq surface displaying differences in
atomic charges obtained by considering, or neglecting, the
mutual electrostatic influence between amino acid residues
at the ONIOM-EE and ONIOM-ME levels of theory,
respectively. It is shown that typical corrections to atomic
charges of specific amino acid residues can be as large as
20% due to polarization effects. These corrections are thus
expected to be important in applications where there is
collective electrostatic influence with contributions from
several residues.

3. Results
Results are presented in three subsections. Section 3.1
demonstrates the capabilities of the MoD-QM/MM meth-
odology for reproducing ab initio electrostatic potentials
associated with the so-called ‘molecular bottleneck’ in the
potassium channel protein fromstreptomyces liVidans.99

Section 3.2 implements the MoD-QM/MM method, in
conjunction with the Poisson-Boltzmann equation, in ap-
plications to the description of protein-protein electrostatic
interactions. Finally, section 3.3 analyzes the capabilities of
the MoD-QM/MM method for generating a data bank of
electrostatic potentials associated with several proteins in
their X-ray structure configurations.

3.1. Potassium Ion Channel.This section illustrates the
implementation of the MoD-QM/MM approach as applied
to the description of the molecular electrostatic potential of

Figure 3. Maximum atomic charge difference (in atomic units)
between successive iterations, averaged over all residues, as
a function of the MoD-QM/MM iteration cycle. Three repre-
sentative proteins are shown, including ubiquitin from Human
erythrocytes (1ubq), proteinase K (2prk) from Tritirachium
album, and glucagon (1gcn) from Sus scrofa.

Figure 4. Surface of ubiquitin colored according to the
differences in atomic charges obtained by considering, or
neglecting, the mutual electrostatic influence between amino
acid residues at the ONIOM-EE and ONIOM-ME levels of
theory, respectively. Blue(red) color indicates an increase-
(decrease) in electronic density due to polarization effects
(maximum differences, indicated by bright coloring, cor-
respond to changes of atomic charges of the order of (20%).
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the potassium channel protein fromStreptomyces liVidans
(KcsA K+ channel),39,99 with emphasis on benchmark
calculations on truncated and QM/MM models of the so-
calledselectiVity filter.

System (1) involves a truncated tetramer benchmark model
amenable to rigorous ab initio quantum chemistry calcula-
tions (see Figure 5). The model involves 88 atoms and
includes only the residues THR-75 belonging to the four
identical peptide chains that constitute the ion channel. Such
a tetramer provides the largest contribution to thes molecular
electrostatic potential at the selectivity filter. The structural
model is built according to the configuration of the THR-75
tetramer in the X-ray crystal structure of the KcsA K+

channel (PDB access code 1bl8), adding hydrogen atoms and
capping both ends of the THR residues with methyl groups.
The MoD-QM/MM approach is implemented by partitioning
the tetramer into four molecular domains defined by the
individual THR-75 residues capped with methyl groups.

Figure 6 compares calculations of the electrostatic potential
evaluated along the central axis of the ion channel (see Figure

5,z-axis) according to four different methodologies, including
the ab initio HF/6-31G* level, the MoD-QM/MM approach
implemented at the ONIOM-EE (HF/6-31G*:Amber) level
of theory (MoD-QM/MM-EE), and methods where polariza-
tion effects are neglected, including both the Amber MM
force field and the MoD-QM/MM approach implemented
at the ONIOM-ME (HF/6-31G*:Amber) level of theory
(MoD-QM/MM-ME). The molecular electrostatic potential
at positionz is expressed in kcal/mol as the interaction energy
felt by a unit of positive charge at positionz. Figure 6 shows
that the MoD-QM/MM-EE results are in excellent agreement
with benchmark ab initio calculations. In contrast, calcula-
tions where polarization effects are neglected deviate strongly,
overestimating the molecular electrostatic potential by more
than 20 kcal/mol. In particular, the electrostatic potential
obtained at the ONIOM-ME (HF/6-31G*:Amber) level of
theory (i.e., neglecting mutual polarization effects between
the four separate THR residues) is in very good agreement
with the description provided by the Amber MM force field.
These results indicate that deviations between ab initio and
MM results are mainly due to the intrinsic approximation
of MM force fields, based on transferable static point-charge
model distributions that neglect polarization effects. Fur-
thermore, the agreement between ab initio and MoD-QM/
MM-EE calculations indicates that such polarization effects
can be quantitatively addressed by the static point-charge
model distributions generated according to the MoD-QM/
MM-EE method, providing ab initio quality electrostatic
potentials.

System (2) involves a QM/MM structural model of the
complete KcsA K+ channel with an expanded QM layer of
128 atoms that includes both THR-75 and VAL-76 residues
of the four identical polypeptide subunits forming the
selectivity filter (see Figure 7). The rest of the protein is
treated at the MM level. The model allows one to address
the capabilities of the MoD-QM/MM computational protocol
as applied to the description of polarization of an extended
QM layer due to the influence of the surrounding protein
environment.

The structural model of the entire protein is prepared
according to the X-ray crystal configuration of the KcsA K+

channel (PDB access code 1bl8) adding hydrogens and
partially relaxing the protein configuration, keepingR-car-
bons fixed at their crystallographic positions in order to

Figure 5. Structure of the complex formed by threonine
residues (THR-75) of the four identical subunits forming the
selectivity filter in the KscA potassium channel.

Figure 6. Molecular electrostatic potential (MEP) along the
central axis of the tetramer of threonine residues (THR-75)
in the KscA potassium channel.99 The MEP is calculated
according to four different methods: full Quantum Mechanics
at the HF/6-31G* level of theory (open square); atomic
charges obtained with the MoD-QM/MM-EE approach (solid
square); MoD-QM/MM at the ONIOM-ME (HF/6-31G*:Amber)
level (i.e: neglecting polarization) (solid circle); and Amber
MM force field charges (open circle).

Figure 7. Structure of the complex formed by THR-75 and
VAL-76 residues embedded in the KscA potassium channel.
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preserve the natural shape of the protein. Benchmark
calculations of the molecular electrostatic potential, computed
at the ONIOM-EE (HF/6-31G*:Amber) level of theory, are
compared to the corresponding results obtained according
to the MoD-QM/MM-EE method, the Amber MM force
field, and the MoD-QM/MM-ME approach. The MoD-QM/
MM methodology is implemented by partitioning the system
into four molecular domains. Each domain includes a THR-
75/VAL-76 pair of residues with link hydrogen atoms placed
at the amide bonds between THR-74 and THR-75 and
between VAL-76 and GLY-77.

Figure 8 shows the correlation between MoD-QM/MM
and benchmark QM/MM calculations of the electrostatic
potential evaluated on a distribution of grid points away from
the z axis of the potassium channel. The grid involves a
lattice of 3000 points distributed in three layers at 2.5 grid
points/Å around the extended tetramer of THR-75 and VAL-
76 residues. For completeness, Figure 8 also includes the

analysis of correlations between benchmark ab initio calcula-
tions and the corresponding results obtained according to
the Amber MM force field (upper panel, gray points) and
the MoD-QM/MM-ME approach (see Figure 8, lower panel,
gray points) where polarization effects are neglected.

Deviations relative to complete correlation are quantified
over the set ofNg grid points in terms of the root-mean
squared deviation

Here, Ui is the reference QM/MM electrostatic potential
evaluated at grid pointi andui is the electrostatic potential
generated according to the static point-charge models gener-
ated by the MoD-QM/MM-EE, MoD-QM/MM-ME methods
or the Amber MM force field. Root-mean-squared deviations
ê ) 4.9, 6.6, and 11.3 kcal/mol/C are obtained when using
the MoD-QM/MM-EE, MoD-QM/MM-ME, and Amber MM
force field methods, respectively. These results indicate that
the MoD-QM/MM-EE approach correlates significantly
better with benchmark calculations than methods where
polarization effects are neglected.

3.2. Protein-Protein Interactions. The binding energy
of protein-protein complexes often depends on a delicate
balance of several factors, including hydrophobic and
electrostatic energy contributions associated with protein-
protein and solvent-protein interactions.100 Computations
based on continuum electrostatic methods101suggest that even
complementary Coulombic interactions that stabilize protein-
protein complexes are usually not strong enough to com-
pensate for unfavorable desolvation effects.102-107 Therefore,
the driving force for complexation is generally expected to
come mainly from nonpolar interactions.106,108 However,
continuum electrostatic calculations are usually based on
inaccurate molecular electrostatic potentials provided by
nonpolarizable MM force fields. Therefore, it is natural to
expect that calculations based on more accurate electrostatic
potentials might provide further insight on the role played
by electrostatic interactions in the process of protein-protein
complexation.

This section applies the MoD-QM/MM approach in
conjunction with the methods of continuum electrostatics in
order to analyze the electrostatic contributions to the binding
energy of the complex formed by the extracellular ribonu-
clease barnase and its intracellular inhibitor, the protein
barstar. Such a complex system is ideally suited to investigate
the capabilities of the MoD-QM/MM approach for explicitly
modeling polarization effects because the complex has been
extensively investigated both theoretically and experi-
mentally.49,109-113

The barnase-barstar complex involves complementary
proteins that bind fast and with high affinity. The binding
interface involves mainly polar and charged residues as well
as several bound-water molecules stabilizing the complex
through complementary electrostatic interactions. However,
the desolvation energy of charged and polar residues
destabilizes the complex. Previous theoretical studies, based
on continuum solvent models,49,109-113 show contradictory

Figure 8. Correlation between the Molecular Electrostatic
Potentials (MEP) (in atomic units) obtained according to the
MoD-QM/MM-EE approach (red points) and benchmark QM/
MM calculations for a distribution of grid of points around the
tetramer of THR-75 and VAL-76 residues. The yellow line
indicates complete correlation with benchmark calculations.
The upper and lower panels compare the correlation of MEP
obtained according to the MoD-QM/MM-EE approach (red
points) with the corresponding results obtained by neglecting
polarization effects according to the Amber MM force field
(upper panel, gray points) and the MoD-QM/MM-ME method
(lower panel, gray points).

ê ) [∑
i)1

Ng

(ui - Ui)
2/Ng]

1/2 (2)
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results regarding the analysis of stabilizing and destabilizing
factors. Studies include reports of an unfavorable electrostatic
binding energy of+14 kcal/mol,111 a near zero electrostatic
contribution to the binding energy (with desolvation and
complexation terms almost canceling each other),49 and
finally, a favorable electrostatic contribution when consider-
ing a high protein dielectric constant.112 The main objective
of this section is to address this controversial aspect of the
problem, recalculating the electrostatic contributions to the
binding energy of the barnase-barstar complex according
to the same methods of continuum electrostatics, using a
distribution of atomic charges of the complex obtained
according to the MoD-QM/MM-EE approach.

The structure of the barnase-barstar complex is prepared
according to ref 49. The electrostatic contribution to the
binding energy of complexation of barnase (A) and barstar
(B) to form the barnase-barstar complex (AB) is defined
as

where∆Gelec(ê) represents the electrostatic free-energy of
the macromolecular systemê

whereê is eitherA, B, or AB and the summation is carried
out over all atomic chargesqi in ê.

The electrostatic potentialφ(r i), corresponding to charges
qi placed atr i, is obtained by solving the finite-difference
Poisson-Boltzmann equation114,115 with Delphi.116 The in-
teriors of the protein complex and aqueous solution are
modeled as continuum media with dielectric constantsεp )
2 andεw ) 80, respectively. The choice ofεp ) 2 for the
dielectric constant of the protein interior is consistent with
previous studies based on the assumption that complexation
does not involve conformational changes but only electronic
relaxation.49 Boundary conditions are approximated by the
Debye-Hückel potential of the charge distribution. The total
energy calculations is converged within 10-4 kBT, wherekB

is the Boltzmann constant andT is the absolute room-
temperature. Atomic radii are defined according to the
CHARMM MM force field.66

The electrostatic contributions to the free-energy of
complexation∆∆Gelec is -12.6 kcal/mol, when using the
distribution of atomic charges given by the MoD-QM/MM-
EE protocol, with 0.1 M ionic strength of the aqueous
solution and 1.4 Å for the ionic exclusion radius, indicating
significant electrostatic stabilization of the complex. In
contrast, the electrostatic contributions computed by using
the CHARMM distribution of atomic charges, where protein
polarization effects are not explicitly considered, is
∆∆Gelec ) 3.3 kcal/mol, in agreement with previous calcula-
tions.49 These results indicate that the overall electrostatic
stabilization of the complex is mainly due to protein
polarization over the extended protein-protein contact
surface.

It has been recognized that the results of Poisson-
Boltzmann calculations depend rather sensitively on the

atomic radii. In fact, a set of atomic Born radii has been
obtained by Roux and co-workers117 to reproduce quantita-
tively the electrostatic contributions to the solvation free
energy of the 20 natural amino acids, computed by free
energy perturbation techniques, performing Poisson-Boltz-
mann calculations with the CHARMM MM force field.
Using such a set of atomic radii we obtain∆∆Gelec ) -3.3
kcal/mol for 0.1 M ionic strength of the aqueous solution,
when using the atomic charges prescribed by the CHARMM
MM force field and∆∆Gelec ) -23.0 kcal/mol when using
the atomic charges obtained according to the MoD-QM/
MM-EE protocol in close agreement with the experimental
value∆∆Gelec ) -19.0 kcal/mol.118

For completeness, Figure 9 compares experimental binding
energies118 as a function of ionic strength and the corre-
sponding electrostatic contributions to the binding energy
computed by using the distribution of atomic charges
provided by the MoD-QM/MM approach and the CHARMM
MM force field. These results indicate that electrostatic
interactions, as described by the MoD-QM/MM protocol,
play a dominant role in the overall stabilization of protein
complexes and reproduce the experimental dependence of
the binding stability as a function of the solution ionic
strength.

The observation that polarization effects play a dominant
role in the overall stabilization of the complex barnase-
barstar leads to the following questions: What residues are
more significantly polarized? What are the specific interac-
tions responsible for polarization of individual residues? To
address these questions, a detailed analysis of electrostatic
contributions is performed. The binding energy of the
complex is recomputed, after substituting the polarized
charges of individual residues obtained at the ONIOM-EE
level by the unpolarized charges obtained at ONIOM-ME
level of theory. The electrostatic contribution to the total
binding energy of the complex, due to polarization of residue
i, is then defined as the resulting change in binding energy
∆∆Gelec

i .
The upper and lower panels of Figure 10 show the results

of ∆∆Gelec
i for all residues in barnase and barstar, respec-

tively. It is shown that the largest contribution to the binding

∆∆Gelec) ∆Gelec(AB) - ∆Gelec(A) - ∆Gelec(B) (3)

∆Gelec(ê) )
1

2
∑

i

qiφ(r i) (4)

Figure 9. Calculated and experimental118 binding energies
as a function of the ionic strength. The inset shows all curves
artificially shifted to make them coincide at 25 mM, to facilitate
the comparison of ionic strength dependency.
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energy due to polarization of individual residues in barnase
results from the amino acid residues Arg-59, Arg-83, and
Arg-87, while residues Asp-39 and Glu-76 provide the most
important contributions in barstar. Not surprisingly, all of
these residues are located at the complex interface and
polarize each other through specific residue-residue interac-
tions. In particular, Arg-83 and Arg-87 are polarized by Asp-
39. Similarly Arg-59 forms a salt bridge with Glu-76. These
results strongly suggest that the specific polarization of
multiple pairs of amino acid residues at the barnase-bastar
interface is largely responsible for the binding energy of the
complex.

3.3. MM Force Fields. The calculations reported in
previous sections illustrate the well-known fact that non-
polarizable MM force fields (i.e., based on transferable static
point-charge distributions) provide only approximate descrip-
tions of molecular electrostatic potentials, commonly exhibit-
ing significant deviations from benchmark ab initio calcu-
lations. In contrast, the static point-charge model distributions
generated according to the MoD-QM/MM protocol are
capable of providing more accurate electrostatic models, at
least when the systems remain near the reference (e.g., X-ray
structure) configurations. Considering that there is a wide
range of applications where conformational changes can be
neglected, it is important to consider whether the MoD-QM/
MM protocol can be applied to generate a data bank of ab
initio quality electrostatic potentials based on static point-

charge model distributions, with emphasis on proteins at
reference (e.g., X-ray structure) configurations. Furthermore,
it is important to analyze whether such polarized static point-
charge model distributions can be used to reparametrize
standard MM force fields in an effort to improve their
description of electrostatic potentials of specific proteins near
their corresponding reference configurations.

Reparametrization of the Amber MM force field according
to the distribution of atomic charges generated by the
MoD-QM/MM protocol would, in principle, requires a
subsequent readjustment of the torsional coefficients.64 In
practice, however, torsional parameters are expected to
remain almost unchanged so long as the minimum energy
configuration is sufficiently similar to the reference (e.g.,
X-ray) structure. It is, therefore, expected that an approximate
MM force field constructed by substituting the Amber
charges by the atomic charges generated according to the
MoD-QM/MM protocol could be sufficiently accurate as to
provide a reliable description of both electrostatic and steric
interactions whenever the system remains near the reference
configuration.

To investigate the effect of charge reparametrization as
applied to the Amber MM force field, 10 realistic protein
structures from the Protein Data Bank (listed in Table 1)
were used as initial geometries for gas-phase energy mini-
mization after substituting the original RESP charges by ESP
atomic charges generated according to the MoD-QM/MM
protocol.

Table 1 shows the root-mean-square deviations (RMSD)
relative to reference X-ray structures. For comparison, results
obtained with four different approaches are shown, including
the Amber MM force field, as parametrized with RESP
charges; the Amber MM force field with atomic charges
computed according to the MoD-QM/MM-EE protocol; the
OPLS-AA MM force field;65 and finally, results obtained
with a Polarizable Force field (PFF).119 In all cases, geometry
minimization procedures were performed using a conver-
gence criterion of 0.05 kcal/mol/Å for the root-mean-square
gradient. Since these proteins were resolved at a high
resolution, it is reasonable to expect a low RMSD to be an

Figure 10. ∆∆Gelec
i in the upper and lower panels repre-

sents the binding energy of the complex after replacing the
MoD-QM/MM-EE charges on residue i by MoD-QM/MM-ME
charges. ∆∆Gelec is the binding energy as reported in the text
(i.e. using MoD-QM/MM-EE charges for all residues).

Table 1. Root Mean Square Deviation (RMSD) of
Optimized Protein Structures Relative to the Crystal
Structurea,b

protein Amber MoD-QM/MM-EE OPLS PFF

1MAG 1.71 1.37
1PI8 1.76 1.44
1UBQ 1.97 1.85 2.08 1.97
2PRK 0.99 0.93 1.26 1.33
1PGX 2.32 1.97 4.1 4.02
1GCR 1.55 1.32 1.53 1.54
1GCN 5.08 2.12 4.14 3.77
1SSI 1.64 1.54 1.93 1.89
2RN2 2.11 1.79 1.92 1.54
1LTD 1.41 1.00
average 2.06 1.53 2.43 2.29

a Reference 119. b RMSD values are reported in Å for molecular
structures obtained by using the Amber MM force field, the MoD-
QM/MM-EE method, the Polarizable Force Field (PFF),119 and the
OPLS MM force field.65
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indication of how well the resulting force field describes the
corresponding reference configurations. Table 1 shows that
the RMSD obtained by using the Amber MM force field
with MoD-QM/MM-EE atomic charges favorably compares
to other alternative approaches. While still approximate, the
resulting modified force field is thus expected to provide
not only better quality electrostatic potentials than those
provided by the original MM force field but also minimum
energy configurations more similar to the reference X-ray
crystal structures.

4. Conclusions
We have introduced the MoD-QM/MM computational
protocol to account for protein polarization effects when
computing molecular electrostatic potentials according to
static point-charge model distributions. The method imple-
ments an iterative space-domain decomposition scheme,
partitioning the protein into molecular domains of suitable
size for efficient quantum chemistry calculations. ESP atomic
charges are then computed, in a self-consistent manner,
according to QM/MM hybrid methods that explicitly include
polarization effects due to the electrostatic influence of the
surrounding protein environment. The resulting methodology
usually converges within a few iteration cycles, regardless
of the protein size. Therefore, the overall computational cost
scaleslinearly with the size of the system, bypassing the
enormous demands of computational resources that would
be required by brute-force quantum chemistry calculations
of the complete protein.

We have shown that quantitative agreement with ab initio
calculations is verified in the description of electrostatic
potentials of small polypeptides benchmark systems where
polarization effects are significant, showing a remarkable
improvement relative to the corresponding electrostatic
potentials obtained with popular MM force fields. Further-
more, the application of the MoD-QM/MM method to the
QM/MM description of the potassium channel ofstrepto-
myces liVidansdemonstrates the capabilities of the protocol
for modeling polarization effects induced by the surrounding
protein environment on the selectivity filter.

We showed that the MoD-QM/MM protocol, implemented
in conjunction with methods of continuum electrostatics,
offers a particularly promising methodology for studies of
protein-protein interactions where protein polarization ef-
fects are explicitly considered. The application of such a
combined methodology to calculations of electrostatic con-
tributions to the binding energy of the barnase-barstar
complex indicates that polarization of the protein-protein
interface can lead to significant electrostatic stabilization of
the complex. Furthermore, we have shown that such an
electrostatic contribution is most responsible for the overall
dependency of the total binding free-energy with ionic
strength.

We have demonstrated the feasibility of constructing a data
bank of electrostatic potentials based on static point-charge
model distributions corresponding to protein structures from
the Protein Data Bank. Finally, we have implemented the
generated electrostatic potentials in conjunction with the
Amber MM force field in an effort to improve the description

of electrostatic potentials provided by MM force fields and
generate relaxed minimum energy configurations more
similar to reference high-resolution X-ray crystal structures.
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Appendix: QM/MM Computation of ESP
Atomic Charges
This section describes the implementation of boundary
conditions imposed by the link-hydrogen atom scheme for
computations of ESP atomic charges of an individual amino
acid residue, as polarized by the surrounding protein
environment.

For a given QM/MM calculation,N is the total number
of atoms in the QM layer, includingM atoms within the
residue andN - M link atoms (see Figure 1). The total
charge of the QM layer is

where

whereQ1 is the net charge of the residue andQ2 is set equal
to zero in order to ensure consistency with standard MM
force fields.

The electrostatic potential at positionr j due to all point
charges in the QM region is written as

whererji ≡ |r j - r i|. Since we impose conditions (A-2) for
the charge in regions 1 and 2, eq A-3 can be written as
follows:

Q ) Q1 + Q2 (A-1)

Q1 ) ∑
i)1

M-1

qi + qM, Q2 ) ∑
i)M+1

N-1

qi + qN (A-2)

uj ) ∑
i)1

N qi

rji

(A-3)

uj ) ∑
i)1

M-1 [qi

rji

-
qi

rjM
] +

Q1

rjM

+ ∑
i)M+1

N-1 [qi

rji

-
qi

rjN
] +

Q2

rjN

(A-4)
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Making the substitutions,Fjik ≡ (1/rji - 1/rjk) andKjk ≡ 1/rjk,
eq A-4 can be rewritten as follows:

The actual computation of ESP atomic chargesqi requires
a least-squares minimization of theø2 error function

whereUj is the QM/MM electrostatic potential at grid point
j anduj is the corresponding electrostatic potential defined
by the distribution of point charges. The summation,
introduced by eq A-6, is carried over a set ofNg grid points,
associated with four layers of grid points at 1.4, 1.6, 1.8,
and 2.0 times the van der Waals radii around the QM region,
each of them with a density of 1 grid point Å-2.

From eq A-6, the minimum ofø2 can be obtained by
imposing the condition

for all qk in the set (q1, ..., qM-1, qM+1, ..., qN-1). Further, eq
A-5 indicates that∂uj/∂qk ) Fjks, wheres corresponds toM
or N, depending on whetherk < M or M < k < N,
respectively. Thus, eq A-7 can be rewritten as follows:

Considering all possibleqk, eq A-8 is better represented in
matrix notation as

where, ck ) ∑j)1
Ng [Uj - (Q1KjM + Q2KjN)Fjks], a )

(q1, ..., qM-1, qM+1, ..., qN-1), B1
lk ) ∑j)1

Ng FjlMFjks, andB2
lk )

∑j)1
Ng FjlNFjks. Note that vectorc and matrix B are only

functions of the electrostatic potentialUj evaluated at the
grid points (j ) 1 ... Ng), the distances between atomic
positions the grid points,rjk and the partial chargesQ1 and
Q2. Therefore, the atomic charges (a) can be obtained by
inversion of eqs A-9 and A-2.

Note Added after ASAP Publication. This article was
inadvertently released ASAP on November 18, 2005 before
several text corrections were made. The correct version was
posted on December 5, 2005.
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Abstract: The improving quality of empirical force field parameters along with other method-

ological improvements and ever increasing computational resources have lead to more reliable

computations on biological macromolecules. In the case of oligonucleotides, three force fields,

namely CHARMM27, AMBER4.1, and BMS, have been developed and are widely used by the

simulation community. Testing of these force fields to date has primarily focused on their

treatment of the canonical forms of DNA and RNA. However, many biological functions of

oligonucleotides involve significant variation of their structures from the canonical forms. In the

present work, the three force fields are evaluated via computation of potentials of mean force

(PMF) of the base flipping process in a DNA dodecamer, 5′-GTCAGCGCATGG-3′. Results are

compared with available experimental data on the equilibrium between the opened and closed

(i.e. Watson-Crick base paired) state of the underlined C and its WC partner G. Quantitative

analysis shows CHARMM to be in the best agreement with experiment, closely followed by

AMBER with BMS in the poorest agreement. Various components contributing to the change in

the free energy such as base pair interactions, stacking interactions, solvation effects, and intrinsic

potential energy changes were evaluated and compared. The results indicate that while all three

force fields reasonably represent the canonical structures, the balance of forces contributing to

their structural and dynamic properties differ significantly.

Introduction
Molecular dynamics simulations play a dominant role in
understanding the relationships among structure, energetics,
and function of biological macromolecules.1-3 While these
calculations are helpful in explaining various experimental
observations, they are indispensable in investigating proper-
ties that are otherwise difficult or inaccessible to experiments,
including high-energy states sampled during conformational
transitions. These attributes include the ability to obtain
energetic information on conformational transition and relate
that information to structural properties at an atomic level
of detail. Accordingly, an important consideration when

applying MD simulations to biological macromolecules is
the quality of the empirical force field being used to correctly
represent the relationship between structure and energetics.
The past decade has witnessed tremendous progress in the
development of these force fields, thereby enabling more
reliable computations on biomolecules in general and nucleic
acids in particular.3-12 Various force fields optimized for
nucleic acids are available, including the CHARMM27,13,14

AMBER4.1,15,16and Bristol-Myers-Squibb (BMS)17 all-atom
force fields. To date, tests of these force fields have focused
on the canonical structures of DNA and RNA. These tests
have indicated that the above force fields satisfactorily treat
the canonical structures, although limitations in each of the
force fields have been noted.17-21 In the present paper we
extend the tests of these force fields to include a conforma-
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tional transition to a noncanonical conformation of DNA,
namely base flipping.

Base flipping is a process by which one of the bases of
the DNA is displaced from its base paired state, moving out
of the double helix typically leaving its WC-base paring
counterpart in its original position.22-26 Such a process,
though energetically unfavorable, is favored during interac-
tions with selected proteins, which assist flipping of the base
to perform chemical reactions on the otherwise inaccessible
base.23,25,27-29 Base flipping is also adopted by transcription
proteins in order to achieve stable protein-DNA com-
plexes.22,30In the absence of a protein, nucleic acids undergo
base opening whose dynamics have been extensively studied
using NMR imino proton exchange experiments on various
sequences.31-35 These experiments yield base opening rates
along with the equilibrium between the open and closed states
assuming a two-state model. Taking advantage of these data,
a direct comparison of the equilibrium between the open and
closed states from potential of mean force (PMF) calculations
based on MD simulations has been performed.36

The present study focuses on evaluation of the CHARMM-
27, AMBER (Parm94), and BMS nucleic acid force fields
in modeling base flipping in a DNA dodecamer, 5′-
GTCAGCGCATGG-3′. PMF calculations for the flipping
of the underlined C and its WC base paired counterpart, G,
were performed. Equilibrium constant for the base opening/
closing process were calculated using the PMFs generated
with all the force fields, and the results were compared with
the available experimental data. The results are presented
and discussed in the following order: Justification of the
current methodology and the adequacy of the length of the
simulation are discussed followed by presentation of the free
energy profiles corresponding to base flipping computed
using the three force fields. This is followed by the
comparison of the theoretical and experimental data of the
equilibrium between the closed and open states. Finally,
various factors that affect the base flipping process such as
disruption of base pairing and stacking interactions, solvation
effects, and intrinsic energetic properties of the DNA are
discussed.

Methods
All calculations were performed using the CHARMM
program.37,38 Three different force fields were employed,
CHARMM27,13,14 AMBER4.1 (PARM94),16 and Bristol-
Myers Squibb (BMS).17 Initially, coordinates for the DNA
in the canonical B-form were generated using QUANTA39

and overlaid onto a preequilibriated solvent box containing
sodium ions. The solvent shell extended approximately 8 Å
beyond the DNA along the helical axis and 20 Å perpen-
dicular to the axis. Those solvent molecules or the sodium
ions whose non-hydrogen atom were within 1.8 Å of non-
hydrogen atoms of the DNA were removed, and then the
number of the sodium atoms was adjusted to attain electrical
neutrality. The systems were minimized for 500 Adopted-
Basis Newton Rapheson (ABNR) steps with harmonic
constrains of 2.0 kcal/mol/Å on the non-hydrogen atoms of
the DNA followed by a 20 ps molecular dynamics simulation
in the NVT ensemble. The CRYSTAL40 module in CHAR-

MM was used for the periodic boundary conditions, and
electrostatic interactions were treated using the Particle Mesh
Ewald method.41 Real space electrostatic and Lennard-Jones
cutoffs were 12 Å with a switch smoothing function from
10 to 12 Å for the LJ term. The nonbond list was maintained
to 14 Å and heuristically updated. The final configurations
from the NVT simulation were subjected to minimization
for 500 ABNR steps and then a 500 ps NPT MD simulation
without any constraints. The final conformations from the
500 ps simulation were taken for the PMF calculations.

Base flipping PMFs were obtained by performing 72
independent MD simulations (i.e. windows) with different
pseudodihedral center of mass (COM) restraints (Figure 1)
in 5° increments from 0 to 360° from which the probability
distributions were obtained for calculation of the free energy
surfaces.36 The COM pseudodihedral angle is defined by the
dihedral angle formed by four coordinates defined based on
the centers of mass of four sets of atoms: (a) the GC base
pair 3′ to the flipping base, (b) the sugar attached to the
adjacent base 3′ to the flipping base, (c) the sugar attached
to the flipping base, and (d) the flipping base (Figure 1).
Initial conformations corresponding to the 72 flipped states
for the target C and G bases being flipped were generated
as previously described.36 Briefly, an initial structure corre-
sponding to the first window (x ) 0°) was obtained using a

Figure 1. Schematic representation of the center of mass
pseudodihedral angle for target C- and G-base flipping (a and
b).36 The dihedral angle formed by the centers of mass of the
atoms in the four circles is termed the COM pseudodihedral
angle. Values of ∼10° and ∼30° correspond to the WC base
paired state in the free energy profiles for C- and G-base
flipping, respectively.
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0.5 ps simulation with a harmonic potential (force constant
) 10 000 kcal/mol/rad2) on the COM pseudodihedral angle.
For the remaining windows, the flipped conformers along
both grooves were obtained by performing a series of 0.5
ps MD simulations in the presence of the harmonic potential
incremented by(5° from the final structure from the
previous window. This was repeated via both grooves out
to 180° yielding the 72 starting structures. The resulting
coordinates corresponding to the 72 different flipped con-
formations of the DNA were then overlaid onto a water
sphere of radius 35 Å. The solvent molecules whose non-
hydrogen atom was within 1.8 Å of any non-hydrogen atom
of the oligonucleotide were deleted, and the number of
sodium ions was adjusted to attain electrical neutrality. The
resulting systems were then subjected to a 500 step steepest
descent minimization, and equilibration of each window was
done for 60 ps followed by a 160 ps production run. Nonbond
interactions were treated via atom based truncation with the
nonbonded lists updated heuristically with a list cutoff of
14 Å, a nonbond cutoff of 12 Å, and the smoothing functions
initiated at 10 Å. Electrostatic and LJ interactions were
smoothed using the force shift and force switch methods,
respectively.42 An integration time step of 2 fs, a temperature
of 300 K, and SHAKE43 to constrain the covalent bonds
involving hydrogen atoms were used during the NVT
simulation applying the Nose´-Hoover temperature coupling
scheme.44 During the minimization, equilibrium, and produc-
tion runs, the following restraints were imposed: (a) the
terminal base pairs of the DNA were harmonically restrained
to their initial spatial coordinates using a force constant of
2.0 kcal/mol/Å; (b) water density of the systems was
maintained by using the mean field solvent boundary
potential included in the miscellaneous mean field potential
(MMFP) module in CHARMM;45 and (c) a harmonic
umbrella potential,wi(x) ) ki (x - xi)2 (ki is the force
constant, 1000 kcal mol-1 rad-2; x is the center of mass
(COM) dihedral angle; andxi is the restrained value of the
angle) was used for the COM pseudodihedral angle. The
value for the pseudodihedral angle was recorded every time
step during the simulation for obtaining the probability
distributions; other analyses were performed on time frames
recorded every 1 ps of the trajectories. PMFs were obtained
using the weighted histogram analysis method (WHAM)
procedure that enforces periodicity of the reaction coordi-
nate,46,47 with a width of 0.5° for the pseudodihedral angle
as previously described. Stacking interaction of the flipping
base with its neighbors were calculated by considering both
electrostatic and van der Waals terms using the INTER
command implemented in CHARMM.48 The neighboring
bases immediate to the flipping base and their base pair
counterparts in the complementary strand were considered
for these calculations using the real space nonbond interaction
cutoffs listed above. Calculation of the stacking interactions
involved only the specified nucleic acid bases and not the
sugar or phosphate groups.

Results and Discussion
Adequacy of the Sampling.Essential for the validity of the
theoretical-experimental quantitative comparison is the con-

vergence of the obtained free energy profiles; hence, the
adequacy of the length of the 72 simulations comprising the
PMF was first verified. For each free energy profile
generated, each simulation (i.e. window) was performed for
220 ps, yielding a sum for all 72 simulations defining each
PMF of 4.3 ns for the equilibration and 11.5 ns for the
production runs. MacKerell and co-workers have performed
limited tests on the convergence issues with respect to the
length of the simulation and found that 220 ps MD simulation
(i.e. 60 ps equilibration plus 160 ps production) for each
window is long enough for satisfactory convergence.49 To
further validate the adequacy of the length of the simulations
for the three force fields, the PMFs with respect to the length
of the simulation were calculated for every 20 ps range from
60 to 220 ps (Figure S1 in the Supporting Information). The
free energy profile obtained for the whole 60-220 ps range
is also given for comparison. The PMFs overlap after the
initial 60-80 ps sampling periods fluctuating around the 60-
220 ps surfaces. In addition, the 72 MD simulations that used
the CHARMM force field were each extended to 440 ps.
The free energy profiles calculated from the 60-220 ps,
220-440 ps, and 60-440 ps windows are given in Figure
2. Comparison of the PMFs from these sampling ranges
shows only minor differences with respect to the increase
in sampling. While not absolute proof, behavior of the PMFs
strongly suggests that they are adequately converged at 220
ps to allow for quantitative analysis and detailed structural
and energetic analysis of the flipping profiles.

Figure 2. PMFs obtained for the C- (a) and G-base (b)
flipping using the 60-220, 220-440, and 60-440 ps windows
of the MD simulations using the CHARMM force field.
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Free Energy Profiles.The PMFs calculated for the target
C- and G-base flipping are depicted in Figure 3 (parts (a)
and (b), respectively) for the CHARMM, AMBER, and BMS
force fields. Inspection of these figures indicates that the free
energy profiles predicted using the three force fields are quite
different both qualitatively and quantitatively. In the case
of C-flipping, the WC base paired state at a pseudodihedral
angle of ∼10° is predicted to be the minimum energy
structure by all the three force fields (11, 11, and 9° by
CHARMM, AMBER, and BMS, respectively). However, the
shapes of the profiles and the barrier heights for base flipping
give rise to three different scenarios. The free energy profiles
obtained using CHARMM and AMBER indicate that the
energy increases sharply when the target C base flips out of
DNA duplex from both the major and minor grooves,
whereas with BMS, the increase in energy is gradual
especially along the minor groove pathway. The CHARMM
PMF exhibits a broad, shallow minimum of approximately
2.5 kcal/mol in the range of 60-320° for the C-base flipped
state with an energy of approximately 12 kcal/mol above
the global minimum. The energy barrier for flipping from
the minor and major grooves is around 16 kcal/mol. This is
consistent with the previous computational and experimental
studies, which predict that the base flipping via both the
minor and major grooves is feasible.36,50-54 In contrast to

CHARMM, the other two force fields do not have a
minimum for the flipped out state. The flipping profile
obtained with AMBER indicates that the minor groove
pathway is energetically more expensive by about 4 kcal/
mol than the major groove pathway. This is consistent with
the conventional wisdom that for the base to move out via
the minor groove, it has to overcome steric effects from the
close lying backbone compared to the major groove side.
BMS, on the other hand, predicts a more gradual increase
of energy via the minor groove and a sharp increase via the
major groove, which indicates that the former pathway is
slightly preferred over the other. With both AMBER and
BMS single distinct maxima occur in the PMF at∼100 and
∼200°, respectively. Irrespective of the force field employed,
the results indicate that the change in free energy among
the various flipped states (COM pseudodihedral angle range
of ∼60 to 300°) is not drastic. This implies that once the
base flips out, it is expected to sample a wide range of
conformations.

Results for G-flipping for the 3 force fields are presented
in Figure 3(b). The pseudodihedral angle at which the WC
base pairing occurs for G-flipping is different from that in
the C-flipping profiles based on the definitions of the flipping
pseudodihedral angle as is the direction of the rotation
corresponding to minor versus major groove flipping.36

Accordingly, thex-axis is reversed to allow for visualization
of the minor and major flipping pathways to coincide for C-
and G-flipping. The free energy profiles calculated using the
three force fields show COM pseudodihedral angles at which
WC base paired states occur slightly deviate from each other
(25° for CHARMM, 32° for AMBER, and 18° for BMS).
This may be due to slight deviations in relative orientations
of the sugar and the adjacent GC base pairs, which are used
to define the pseudodihedral angle. Qualitatively, the change
in the free energies with respect to the pseudodihedral angle
computed by CHARMM and AMBER are similar, especially
via the major groove pathway. Both AMBER and BMS have
distinct maxima at∼170°, with BMS lacking any significant
local minima for the flipped state; such states are seen with
CHARMM and AMBER at approximately 240 and 310°,
respectively. However, these minima are shallow, being∼2
kcal/mol deep. Overall, it is evident that while all three force
fields show the distinct minima associated with the WC base
paired states, there are significant qualitative differences
between the models.

Imino proton exchange studies on a GCGC sequence
indicate the presence of local minima for the fully flipped
state which lies about 9 kcal/mol above the WC base paired
state.32 In the free energy profiles for C-flipping with
CHARMM and G-flipping for both CHARMM and AMBER
local minima are present, though these minima are shallow.
Experimental studies have shown that the lifetime for the
WC base paired state is in the order of milliseconds, and
the proposed base open state corresponds to a metastable
state with a lifetime in the nanosecond range.33,55,56Based
on the difference of approximately 106 between the lifetimes
of the WC and flipped minima, the difference between the
barriers corresponding to base closing and opening processes
is calculated to be about 14 kcal/mol according to the

Figure 3. Free energy profiles obtained using CHARMM
(blue), AMBER (green), and BMS (red) force fields as a
function of the COM pseudodihedral angle (Figure 1) for
C-base flipping (a) and G-base flipping (b). The free energies
were calculated using the 60-220 ps windows of the MD
simulations.
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transition state theory and assuming that the preexponential
contributions are identical for the two processes. In the
present study, CHARMM predicts a shallow minimum for
the flipped out state for both C- and G-flipping. The
differences in the barrier corresponding to base opening and
closing calculated using the CHARMM free energy profiles
are 12.1 and 11.8 kcal/mol for C- and G-flipping, respec-
tively, which is consistent with the experimental results.

Comparison of Experimental and Calculated Equilibria
between the Open and Closed States.Base flipping leads
to exposure of the imino proton of the bases, which are
otherwise hidden in the DNA duplex, to the solvent environ-
ment. Upon exposure, the imino protons from G-H1 or T(U)-
H3 undergo exchange with the solvent. This process has been
extensively used to measure the opening and closing rates
of the bases and the equilibrium between the open and closed
states in nucleic acids.31-33,57,58Quantitative analysis of these
experiments is based on a two-state model where the
equilibrium between the two states is studied within the
assumption that the imino protons in the closed state are not
accessible for exchange. Experimentally, it has been observed
that the base pairing and opening process occurs on the
millisecond time scale with the equilibrium between the open
and closed states typically in the range of 10-7. In particular,
experiments on DNA containing a central GCGC sequence
have yielded an equilibrium constant of 3.3× 10-7.32 This
value may be used for quantitative evaluation of the present
PMFs, as previously performed.36 It should be noted that
estimates of the free energy of opening have been made based
on the measured opening rates. However, exact calculation
of the activation free energy of opening requires knowledge
of the preexponential term in transition state theory.59,60

To calculate equilibrium constants, the 72 windows have
to be assigned to open or closed states, following which
summation over the probabilities for the two states allows
for calculation of the equilibrium constants. Base open states
are defined as those conformations whose imino proton is
accessible for exchange with solvent, though they may partly
be base paired. To identify the windows that comprise the
open state, the solvent accessible surface area61 of the N1
and H1 atoms of the guanine base was calculated using a
probe radius of 1.4 Å with an accuracy of 0.01 Å, with those
windows having an accessibility greater than zero assigned
as being open. To obtain the probabilities of each state, the
PMFs were converted to probability distributions based on
a Boltzmann distribution. The mean solvent accessibilities
and the probabilities as a function of the COM pseudodi-
hedral angles for the C- and G-flipping obtained using
CHARMM, AMBER, and BMS are depicted in Figure 4.
Expectedly, the solvent accessibility of the base open and
closed states differ significantly in the case of C- versus
G-flipping due to differential exposure of the G(H1) imino
proton to the environment. For C-flipping (Figure 4a-c),
the G base stays in the duplex and hence the solvent
accessibility difference is not large; however, the imino
proton is accessible for exchange when the C-base flips out
as reflected in the variation of the solvent accessibilities as
a function of COM dihedral angle.Based on the solvent
accessibilities, the conformers were grouped into open and

closed states based on the COM dihedral angle as listed in
Table 1. The equilibrium constants calculated by integrating
the unbiased probability distributions over the open and
closed states along with the experimental data are also given
in Table 1. The equilibrium constants for the C- and G-base
opening have to be summed as the experimental data
corresponds to both C- or G-base opening. From the results
it is evident that CHARMM yields the best agreement with
experiment, followed by AMBER with BMS in relatively
poor agreement. These observations hold when variations
in the windows selected for calculation of the PMF are tested,
as shown in Tables S1-S3 of the Supporting Information.
With both AMBER and BMS the calculated equilibrium
constants are larger than the experimental values. This
indicates that the open states are more favored in the force
fields as compared to the experimental regimen. To better
understand this behavior as well as compare how the various
components of the force fields contribute to the calculated
equilibria and PMFs, analysis of different structural and
energetic terms as a function of the COM pseudodihedral
was undertaken.

Potential Energy Contributions to the Base Flipping
Free Energy Profiles.To better understand the atomistic
contributions to the flipping PMFs, changes in potential
energies as a function of the flipping free energy surfaces
were obtained. Energetic contributions analyzed included the
interaction energy between the flipping base and its WC base
pairing partner, stacking interactions of the flipping base with
its neighbors, interaction of the flipping base with the
remainder of the DNA, interaction energies with the solvent
and intrinsic energetics of the DNA itself. The initial analysis
involved looking at changes in the interaction energy of the
flipping base with the remainder of the DNA and with the
solvent environment. Presented in Table 2 are the energy
differences for the two terms between the WC states and
the flipped states, where the values for the flipped states are
averages over windows 180-210°, inclusive. Table S4 of
the Supporting Information includes the average values for
the two states, and Figure S2 shows the changes as a function
of the extent of flipping. As may be seen, upon flipping the
interaction energy of the base with the remainder of the DNA
become less favorable due to the expected decrease in the
favorable interactions between the flipping base and the
DNA, with that loss of energy being similar for CHARMM
and AMBER, while the value with BMS is larger. Opposing
the loss of base-DNA interactions are gains in the energy
of solvation of the tribase; in this case the CHARMM and
AMBER values are significantly more favorable than that
observed with BMS. Analysis of the magnitudes of the
flipping base-DNA and solvation terms shows them to be
larger than the free energy differences of approximately 15
kcal/mol for both C- and G-flipping (Figure 3). Thus, the
present results indicate that the free energy of flipping is
associated with large interactions of the flipping base with
the remaining DNA and with the solvent environment, with
those contributions acting to compensate for each other,
yielding a smaller free energy difference than those com-
ponents themselves. In addition, it is clear that differences
in these terms exist between the force fields; additional
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analysis will focus on obtaining a more detailed understand-
ing of the contributions to these differences.

Base Pairing Interactions and Watson-Crick Hydrogen-
Bonding Distances.The most obvious consequence to the
DNA when one of the bases flips is the disruption of the
hydrogen bonds formed in the native WC base paired state.
The correlation of the N3(G)-N1(C) distance and the GC
base pair interaction energy averaged over the final 160 ps
with respect to the COM dihedral angle are given in Figure
5; the PMFs obtained are also depicted for comparison.
Notable is the significant difference in the total GC interac-
tion energy for the three force fields. The base pair interaction

energies are offset to the value corresponding to the WC
base paired state. The average GC interaction energies at
the WC base paired states are computed to be 21.9, 26.3,
and 26.2 kcal/mol using CHARMM, AMBER and BMS,
respectively. These values are similar to GC base pair
interaction energies published in the literature,13,17,62,63though
differences exist due to subtle changes in the geometry of
the DNA and methodological differences. Notably, both
AMBER and BMS force fields significantly overestimate the

interaction energies as judged by both quantum mechanical

and experimental data.13,63,64

Figure 4. Solvent accessibilities (filled circles) of the imino proton of the orphan G averaged over the final 160 ps of the MD
simulations and the Boltzmann weighted logarithm of the unbiased probability densities (solid line) obtained for C- (a, b, c) and
G-base flipping (d, e, f) using CHARMM (a and d), AMBER (b and e), and BMS (c and f).
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Expectedly, the N1-N3 distance increases and the GC
base pairing interaction energy decreases in all the cases
when the COM dihedral does not correspond to the WC base
paired state. The change in the N1-N3 distance correlates
well with the base pair interaction energies and also with
the free energy changes. For C-flipping via the minor groove,
the base pairing interaction is maintained up to approximately
40° (35° in case of BMS) beyond the WC base paired state

with a drastic decrease in the interaction energy at this angle
when going further from the WC base paired state. Interest-
ingly, the barrier for C-flipping via the minor groove occurs
at the position that the N1-N3 distance shows a marked
increase with CHARMM and AMBER. Whereas from the
major groove CHARMM predicts a gradual decrease in the
interaction energy (i.e., becomes less favorable) and an
increase in the N1-N3 distance for the pseudodiheral angle
from 10 though 0° down to 315°. AMBER and BMS predict
a similar change in these terms but with sudden jumps
between; this behavior may contribute to the more gradual
increase in the free energy profiles observed in that region
for those force fields.

In the case of G-flipping (Figure 5d-f), the change in the
base pair interaction as a function of the COM dihedral angle
is similar in the sense that the decrease is sudden from the
minor groove and gradual from the major groove. Interest-
ingly, base paring is well maintained out to 65° in the case
of AMBER as reflected in both the N1-N3 distance and
interaction energy; this may be due to the overestimation of
base pairing energies, which makes the orphan C base move
with the flipping G base. In general, during G-flipping the
orphan C base is pushed out of the DNA duplex and moves
with the flipping G base along both grooves. In contrast,
C-flipping requires the orphan G base to be pushed out only
via the minor groove. This can be explained based on the
size of the flipping base and the steric constraint via the
minor groove pathway.

Stacking Interactions. Inter- and intrastrand stacking
interactions of a given base with its neighbors contribute to
the overall stability of the oligonucleotides.48,65-69 During
base flipping, theπ-stacking stabilizing interaction of the
flipping base with its neighbors is expected to change vastly;
hence, this could be one of the major factors influencing
the base flipping process. The average stacking interactions
of the flipping C and G bases with their neighbors are
depicted in Figure 5 as a function of the pseudodihedral
angle. The stacking interactions of the orphan base with its
neighbors were also calculated; however, we observed no
appreciable variation with respect to the pseudodihedral
angle. In the case of C-flipping, the stacking interactions do
not start diminishing significantly via the minor groove as
flipping initially proceeds from the WC base paired state
(up to 75, 90, and 65° using CHARMM, AMBER, and BMS,
respectively). Unexpectedly, the interaction is considerably
more favorable in this region compared to that at the base
paired state. This is due to the method used to calculate base
stacking, such that the formation of hydrogen bonds between
the flipping base with the neighboring bases that occur as
the plane of the flipping base no longer stays parallel to those
of the other bases, contribute to the stacking energy.
Examples of such interactions with the CHARMM force field
are shown in Figure 6. With AMBER this effect is
significant, being<-10 kcal/mol as compared to that
observed in the WC base paired state. Interestingly, this
occurs despite the C stacking energy being the least favorable
in AMBER as compared to CHARMM and BMS. With all
three force fields the favorable stacking energy is maintained
during minor groove flipping to larger pseudodihedral angles

Table 1: Equilibrium Constants for the Equilibrium
between the Base Open and Closed States Calculated
Using CHARMM, AMBER, and BMS along with the
Experimental Valuea

method C-flip G-flip total

CHARMM
open states 75-320° 55-345°
equilibrium constant 1.1 × 10-8 3.6 × 10-7 3.8 × 10-7

AMBER
open states 60-325° 65-355°
equilibrium constant 4.6 × 10-9 7.1 × 10-6 7.1 × 10-6

BMS
open states 60-300° 70-350°
equilibrium constant 6.1 × 10-8 2.1 × 10-4 2.1 × 10-4

exptl equilibrium constant 3.3 × 10-7

a Included are the ranges of the COM dihedral angles of the
conformers considered as base open states used for calculation of
the equilibrium constants. Open states defined based on the COM
pseudodihedral angles. Closed states are all states not defined as
open states.

Table 2: Differences in Interaction Energies between the
WC and Fully Flipped States for the Flipping Base with the
Remainder of the DNA and for the Flipping Base, the
Central Tribase (GCG), and the Backbone of the Tribase
with the Solvent and Their Solvent Accessible Surface
Areas Obtained using the CHARMM, AMBER, and BMS
Force Fieldsa

CHARMM AMBER BMS

base to DNA interaction energy

C-flip 37.1 35.3 51.0

G-flip 51.4 55.9 65.7

base to solvent interaction energy

C-flip -23.7 -24.6 -37.7

G-flip -39.2 -41.0 -52.9

backbone to solvent interaction energy

C-flip -23.4 -18.3 0.1

G-flip -25.8 0.5 -3.1

tribase to solvent interaction energy

C-flip -80.8 -79.2 -47.8

G-flip -95.3 -90.2 -48.1

base solvent accessible surface area

C-flip 17.0 19.2 5.7

G-flip 21.6 20.8 7.0

backbone solvent accessible surface area

C-flip -63.5 -14.9 -24.5

G-flip -31.1 36.4 -79.1

tribase solvent accessible surface area

C-flip 245.2 276.9 82.2

G-flip 247.4 239.5 57.9
a Interaction energies are given in kcal/mol and solvent acces-

sibilities in Å2. Individual energies along with error estimates from
which the differences in this table were calculated are presented in
Table S4 of the Supporting Information.
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than the WC interaction energy. This is, in part, due to
interactions of the flipping C base with the adjacent bases
in the minor groove. These types of interactions have
previously been reported and have been suggested to
represent a mode for the effect of sequence on base flipping.36

The fact that this phenomenon is observed in all three force
fields indicates that it is not force field specific. With major
groove C-flipping, the change in the stacking interaction
energy is gradual, similar to that observed in the base pairing
energies. The differences between the energetic changes
during minor versus major groove flipping have previously
been attributed to the need for the partner base to be “pushed”
out of the way during minor groove flipping, which during
major groove flipping gradually pulls away from the partner

base.36 Accordingly, the gradual loss of stacking energy is
due to this type of motion during major groove flipping.

Stacking interactions during G-flipping show somewhat
contrasting behavior to C-flipping (Figure 5). The AMBER
and CHARMM stacking interaction energies are similar,
while that with BMS is significantly more favorable. Here,
the maintenance of stacking interactions while WC interac-
tions are lost occurs via the major groove, with CHARMM
showing a gain in stacking interactions in the vicinity of 50°.
Consistent with the explanation for minor groove C-flipping
this is due to the need for the flipping G base to push the
partner C base out of its path during flipping. Again,
interactions between the flipping base and the atoms in the
grooves of the surrounding bases are observed.

Figure 5. The change in the free energy (red), average N3(G)-N1(C) distance (purple), average G-C base pairing interaction
energy (green), and average stacking interaction energy (blue) for C- (a, b, c) and G-base flipping (d, e, f) as a function of the
COM pseudodihedral angle calculated using CHARMM (a and d), AMBER (b and e), and BMS (c and f). Base pairing interaction
energies and stacking interactions were offset by the corresponding values at the WC base paired state. Stacking interaction
energies were calculated with the neighboring bases of the same strand as the flipping base.
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Quantifying the accuracy of the force fields in their
treatment of stacking is difficult. Previous comparisons of
AMBER and CHARMM force fields with QM data show
reasonable agreement with both models, with AMBER being
in better agreement while CHARMM overestimates the
interaction energies.70 However, the quality of the QM data,
which used the MP2/6-31G(d′) level of theory, where d′
indicates the use of a smaller exponent on the polarization
function than in the normal basis set, is questionable. While
the ordering of different stacking pairs and orientations may
be reasonable from this level of theory due to the role of
electrostatic interactions in that ordering, the absolute values
may be less accurate due to limitations in that level of theory
as well as QM methods in general in treating dispersion type
interactions that dominate the total stacking interaction
energy.70-72 QM calculations with explicit consideration of
electron correlation such as CCSD(T) accompanied with
large basis sets are expected to provide more reliable data
on the stacking interactions. However, state of art compu-
tational resources limit such calculations. In addition, the
lack of a well-defined minima for these stacking complexes
is another limitation.48,71 Alternatively, is the validation of
the stacking interactions via the calculation of experimental
heats of sublimation,∆Hsub, of base crystals. Such calcula-
tions have been performed for uracil and 9-methyladenine
using the CHARMM force field,13 showing good agreement
with experimental data. Assuming that the in plane hydrogen
bonding is being accurately treated by the CHARMM force
field, as evidenced by the reproduction of experimental and

QM data, the ability of the force field to reproduce the
experimental∆Hsub is a strong indication of its ability to
accurately treat stacking. While the calculations with
CHARMM have not been performed directly on the G and
C bases, due to the absence of experimental data, its ability
to reproduce the available experimental data suggests the
model to be reasonably accurate with respect to the experi-
mental regimen.

Solvent Contributions. Solvation effects have a strong
impact on the properties of DNA, with one of the best
examples being the change from the canonical B to A form
of DNA as a function of decreasing water activity.73 In the
case of base flipping the movement of the base from the
central region of the DNA duplex out of the helix leads to
an increase in the exposure of the base to the aqueous
environment. Solvation effects may be assessed by calculat-
ing solute-solvent interactions to assess the enthalpic
contribution and by solvent accessible surface area (SASA),
which accounts for the entropic contributions.61 The flipping
base is the one that experiences the most diverse solvation
effects during the base flipping event. Also, the backbone
of the DNA vicinal to the flipping base undergoes major
conformational change and experiences varied exposure to
the surroundings. Accordingly, change in the solvation
energies and SASA of the flipping base and the backbone
of the central tribase as a function of base flipping were
analyzed. Solvation energy and SASA differences between
the WC base paired and the fully flipped states are given in
Table 2, with the average values for the individual states in

Figure 6. Representative structural snapshots from the MD simulations for C-flipping using the CHARMM force field for COM
pseudodihedral angles of 80° (a), 115° (b), 280° (c), and 335° (d) showing the flipping base having favorable interactions with
the adjacent bases or the backbone. Only the central tribase (GCG) is shown for clarity; the flipping base along with the sugar
to which it is connected is shown in ball-and-stick representation.
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the Supporting Information Table S4. The solvation effects
calculated undergo high fluctuations as a function of the
pseudodihedral angle, hence, for the flipped state the means
were obtained over windows,x ) 180-210°. The interaction
energies with solvent and SASA for all the windows as of
function of the pseudodihedral are provided in the Supporting
Information (Figures S3-S8). Expectedly, the solvation
energies typically become more favorable, and the solvent
accessibilities increase when the base flips out of the DNA
duplex.

For the base alone, the change in the solvation energies
of the C base in flipped DNA is predicted to be less favorable
than that of the G base by all three force fields, consistent
with the larger size and number of polar moieties on the G
base. The differences in the solvation energies for the bases
are similar with CHARMM and AMBER, while the BMS
values are more favorable, as discussed above. Interestingly,
while the change in SASA for the flipping bases are similar
for CHARMM and AMBER (∼20 Å2), they are significantly
smaller for BMS, even though the solvation energies are
significantly more favorable with the latter. This indicates
that the base in BMS interacts more favorably with the
solvent as compared to CHARMM and AMBER, while the
smaller increase in SASA is due to enhanced interactions of
the flipping base with the remainder of the DNA in BMS.
Visual inspection of the final structures from thex ) 180°
windows confirms this model (not shown).

Solvation analysis of the backbone of the flipping base
shows relatively small changes upon flipping when consider-
ing the magnitude of the solvation energies and SASA values
in the WC states (∼500 kcal/mol and∼650 Å2, respectively,
Table S4, Supporting Information). In some cases the
changes are slightly favorable, with the largest being-26
kcal/mol, with others close to zero. For the SASA, interest-
ingly, in many cases there is a decrease in the accessibility
in the flipped state. This appears to be due to the interactions
of the flipping base with the local backbone atoms. Overall,
these results indicate that changes in the solvation of the
backbone are not significantly impacting the flipping PMFs.

Changes in solvation of the entire central tribase surround-
ing the flipping region, which includes both strands, were
analyzed as changes would include contributions from the
orphan bases and of the bases adjacent to the flipping base.
For the tribase, in all cases the energies of solvation become
more favorable in the flipped state, while the SASAs were
larger. With CHARMM and AMBER, both the energy and
SASA differences were similar for the two force fields as
well as for C- versus G-flipping. However, with BMS, the
magnitudes of the changes in both the energies of solvation
and the accessibilities were smaller than with CHARMM
and AMBER, though the direction of the change was the
same.

Overall, the solvation results indicate only subtle differ-
ences between the three force fields with respect to flipping.
Considering the base alone, BMS has more favorable
solvation energies in the flipped states as compared to
CHARMM and AMBER. This more favorable solvation
would favor the flipped state, thereby contributing to the
significantly larger equilibrium constant the open versus

closed states for BMS (Table 1). However, analysis of the
solvation of the central tribase shows CHARMM and
AMBER to become more favorably solvated in the flipped
states as compared to BMS. Thus, the present analysis does
not allow for clear conclusions on the role of solvation on
the calculated PMFs for the differenct force fields to be
obtained.

Intrinsic Potential Energy. Variation of the intrinsic
potential energy of the DNA along the flipping pathway
might be a factor affecting the free energy profiles. The
difference of the intrinsic potential energies (i.e. internal
molecular mechanical energy of the selected regions, includ-
ing nonbond contributions) between the WC base paired and
the flipped states obtained using the three force fields are
given in Table 3. The values for the flipped states were taken
as the average value of the windows withx ) 180-210°.
The relative values of the intrinsic potential energies with
respect to the WC base paired state are given in Figure 7.
Inspection of the figure quickly reveals that BMS yields the
smallest increases in the intrinsic energies upon flipping, with
the contribution in some cases being favorable. The potential
energies of the phosphate groups and the flipping base do
not vary much as predicted by all the three force fields. The
increase in energy of the tribase, backbone, bases, and the
sugar when the base flips out of the DNA duplex is quite
substantial and are similar for CHARMM and AMBER. This
increase in the energy due to the drastic conformational
change seems to be significantly underestimated by BMS.
It is interesting to note that the underestimation of the
energies mainly corresponds to the neighboring bases of the
target base as evidenced by the tribase and six bases results,
and this is associated, in part, with the loss of WC and

Table 3: Differences in the Average Intrinsic Potential
Energies between the WC and Fully Flipped States for
Selected Regions of the DNA Using the CHARMM,
AMBER, and BMS Force Fieldsa

CHARMM AMBER BMS

C-Flip
tribase 54.7 54.3 38.9
backbone 12.6 7.7 -0.3
six bases 45.5 44.3 19.9
sugar 9.4 8.6 -1.5
phosphate -0.3 -1.2 -0.8
flipping base 0.7 0.6 1.0

G-Flip
tribase 59.4 48.6 25.3
backbone 8.2 2.8 -0.9
six bases 44.9 45.2 37.0
sugar 8.4 2.0 -1.5
phosphate 0.4 -0.4 0.3
flipping base 0.4 -0.1 0.5

a All values are given in kcal/mol. Regions of the DNA include the
central tribase and the corresponding backbone, six bases, sugar
moieties, phosphate groups, and the flipping base. Individual energies
along with error estimates from which the differences in this table
were calculated are presented in Table S5 of the Supporting
Information.
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stacking interactions, as discussed above. Thus, it appears
that the intrinsic energetic contributions of the BMS force
field leads to the preference of that model for the open state
as predicted by the equilibrium constants (Table 1).

Conclusions
The present study reports a comparative assessment of the
performance of three popular force fields for nucleic acids,
CHARMM, AMBER, and BMS, to reproduce experimental

Figure 7. The change in the intrinsic potential energies of central tribase (a and b), backbone of the tribase (c and d), the six
bases of the central tribase (e and f), and the sugar moieties of the tribase (g and h) obtained using CHARMM (black), AMBER
(red), and BMS (green) corresponding to C-flipping (a, c, e, and g) and G-flipping (b, d, f, and h). The values are offset to those
obtained for the WC base paired state.
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data from NMR imino proton exchange on the equilibrium
between the base open and closed states associated with base
flipping from DNA. Free energy profiles, or PMFs, were
generated based on the umbrella sampling approach using a
COM pseudodihedral restraint as the reaction coordinate.
Convergence of the PMFs was critically analyzed; the results
indicate that the amount of sampling via the 220 ps of
sampling in each window of the PMF via MD simulations
is satisfactory, and the conclusions arrived at from the present
results are unlikely to change when additional sampling is
performed. Comparison of the equilibrium constants between
the open and closed states with the experimental data show
the CHARMM27 force field to be in the best agreement,
closely followed by AMBER with BMS being in significant
disagreement. The tendency for both AMBER and BMS is
to favor the open state. In addition, CHARMM is consistent
with the experimental observation that the base flipped state
corresponds to a metastable state lying around 12 kcal/mol
above the WC base paired state. However, it should be
emphasized that the present results are limited to a single
base pair in a single sequence, such that the generality of
the present observations requires additional studies.

Qualitatively, the free energy profiles calculated using the
three force fields differ significantly with respect to the shape
of the surfaces including barrier heights and the presence
and depth of stable minima associated with the flipped states.
Various components, namely the base pairing and stacking
interaction energies and solvation energies, assumed to
contribute to the energetics of base flipping, were assessed
and shown to correlate with the observed free energy change.
The base pair interaction energies for WC GC basepair
calculated using the AMBER and BMS force fields are more
favorable as compared to CHARMM, with the present values
from AMBER and BMS being in disagreement with QM
and experimental data. With base stacking significant varia-
tions between the force fields are present, though it is
currently difficult to evaluate the accuracy of the force fields
based on QM data. Changes in solvation energies of the
flipping base also differ significantly between the three force
fields with CHARMM and AMBER being more similar,
while BMS shows more favorable solvation of the flipping
base. However, the change in solvation of the central tribase
is less favorable with BMS than with AMBER and
CHARMM, making it difficult to draw conclusions concern-
ing the solvation contributions to the free energy profiles.
Finally, analysis of the intrinsic potential energies of the
DNA as a function of flipping indicate systematic differences;
CHARMM and AMBER are similar and unfavorable for the
flipped states, while those terms with BMS are significantly
less unfavorable and, in some cases, slightly favorable for
the flipped state. These results indicate that the favoring of
the open state by BMS is dominated by intrinsic energetic
contributions.

Overall, the results speak to the quality of both CHARMM
and AMBER in modeling the structural distortion of DNA
associated with base flipping. On the other hand, BMS favors
the more open state, although previous studies have shown
this force field to model canonical crystal structures of
B-form DNA.7,9,10 However, the individual contributions

from the different force fields to the flipping PMFs in some
cases vary significantly. Such differences indicate that the
behavior of the force fields are based, to some extent, on
different relative contributions for different parts of the model
and, importantly, emphasize that such force field effects must
be taken into account when interpreting results from MD
simulations.
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Abstract: In a comparison of structure calculation protocols we clearly demonstrate the need

for generating independent starting structures, which is for peptides most efficiently achieved

by distance geometry (DG) methods. Our test set consisted of 20 peptides with 7-9 amino

acid residues additionally constrained by backbone cyclization and/or the presence of a disulfide

bridge. Small peptides usually adopt defined conformational properties only upon introduction

of additional constraints, such as cyclization. Therefore, we believe the results of our comparison

to be applicable to a large and important class of molecules. The problems associated with the

use of restrained molecular dynamics (MD) for conformational searching in the context of structure

calculation consist in energy barriers that derive mainly but not exclusively from the experimental

NOE constraints. A valid alternative to the DG approach, although for peptides computationally

less efficient, is MD simulated annealing starting from random structures as commonly performed

in the protein structure calculation from NMR data. As a consequence of our study it must be

expected that a considerable fraction of published peptide structures are artificially well-defined

or even wrong. Given the relevance of peptide studies for both drug development and protein

folding we regard it highly important that structure calculations of peptides are performed with

more consideration.

Introduction
In living organisms the blueprints for building proteins are
stored in the form of amino acid sequences on genes. The
translation of this primary structure into a folded and
functional protein is effected by the inherent properties of
the amino acids and the cellular environment including
chaperones, folding adjuvants, and proper folding conditions.
In this highly efficient way only a small amount of
information needs to be stored (primary sequence) for
generating macromolecules with oftentimes very complex
structural and dynamic properties. Unfortunately, the transla-
tion rules are exceedingly complicated making protein
folding one of the most challenging problems of biochem-

istry. For these reasons considerable experimental effort
needs to be invested for determining three-dimensional
structures of proteins although the primary sequence is
already available or can be determined in a straightforward
manner for a given gene of interest. Whereas X-ray crystal-
lography dominates the structure determination of proteins,1

for small peptides NMR spectroscopy is the method of choice
because most peptides do not crystallize. Technically, peptide
NMR is less complicated than the highly sophisticated
multidimensional heteronuclear experiments used in protein
NMR.2 The differences in approaching small peptides or
proteins by NMR are easily understood as peptides comprise
a much smaller number of resonances, and therefore prob-
lems of overlap are of lesser concern. However, due to the
generally higher flexibility of peptides and the smaller
number of experimental constraints obtainable from the NMR
spectra, conversion of NMR data to three-dimensional
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structures, i.e., structure calculation, is of higher concern for
peptides.3-10 For well-structured proteins the conformational
space available to the molecule is so restricted as to leave
less room for variations depending on the details of the
structure calculation protocol. Contrarily, in peptides often
multiple conformations occur, and their correct representation
in the final structural ensemble might be sensitive to the
calculation strategy.4-6,10

The two most widely used approaches to NMR confor-
mational analysis of peptides are distance geometry (DG)
based and pure molecular dynamics (MD) protocols, both
used since the beginning of peptide NMR. For calculation
of three-dimensional structures sufficient sampling of the
conformational space is possibly the most important factor.10

While MD simulations should in principle detect any possible
conformation of the molecule according to the ergodicity
theorem, the required time might exceed the current com-
putational limits by far. Alternatively, more direct methods
for sampling the conformational space can be used: different
DG methods11-16 and related approaches, e.g. refs 17-19,
have been devised for structure calculation based on experi-
mental distance constraints as obtained by NMR. Again good
sampling properties are vital for the performance of these
strategies.14,15,20-22 Despite the existing discussion in the
literature about conformational sampling, pure MD protocols
are frequently used in published NMR studies of peptides.
The applicability of the specific protocol and the possibility
of incomplete sampling of the conformational space are
usually not addressed. Comparisons of structure calculation
methods have been reported before,3,13,23-25 but only for one
or two molecules in each case. We want to demonstrate the
shortcomings of the simple MD method on a larger set of
molecules. Furthermore, we compare for our set of peptides
the results from the typical peptide protocols to those
obtained with the structure calculation protocols that are
commonly used for proteins.

Methods
General. Distance geometry12 and molecular dynamics-
simulated annealing (MD-SA)26 calculations were performed
with the INSIGHTII (version 2000) software package (Ac-
celrys, San Diego, CA) on Silicon Graphics O2 R5000
computers (SGI, Mountain View, CA). In each calculation
100 structures were generated either by distance geometry,
by assigning random values to the coordinates, or by a
molecular dynamics run of 1 ns, where one structure was
saved each 10 ps. In all cases the 100 structures were refined
with a short MD-SA protocol: After an initial minimization,
5 ps at 300 K were simulated followed by exponential
cooling to∼0 K during 10 ps. The refinement for the random
structures included an additional 2 ps at 500 K prior to the
5 ps at 300 K. The cooling phase was reduced to 8 ps in
this case resulting in the same overall length of 15 ps for
the refinement step. This modification was introduced,
because releasing residual strain was found to be more
difficult for the structures, which were derived from random
coordinates. The final structures were sorted according to
their final energy, and the 20 energy-lowest were analyzed.
A time step of 1 fs was used with the CVFF force field27

while simulating the solvents DMSO and H2O with dielectric
constants of 46.7 and 80.0, respectively. For some examples
additional calculations were performed in an identical manner
but using the AMBER force field.28 The experimental
constraints were applied at every stage of the calculations
with the same force constants as for the published struc-
tures.29-32

Distance Geometry protocol (“DG/MD”). One hundred
structures were generated from distance-bound matrices.12

Triangle-bound smoothing and prospective metrization were
used. The structures were generated in four dimensions, then
reduced to three dimensions, and optimized with a simulated
annealing step according to the standard protocol of the DG
II package of INSIGHT II. DG calculations generally result
in poor covalent geometry (bond length, angles, etc).
Therefore, in addition to the coarse optimization of the
standard protocol a subsequent MD-SA refinement with
DISCOVER was performed (see sectionGeneralabove).

Simple MD Protocol (“Pure MD”). All molecular
dynamics calculations were performed with the DISCOVER
module of INSIGHTII. As the starting point for the genera-
tion of 100 structures the energy-lowest structure of the
published NMR ensemble29-32 was used for each molecule.
Velocities for this starting structure were generated at 10 K,
and the system was then heated to 1000 K during 50 ps
(temperature bath coupling with a 5 pstime constant). During
the following 1 ns production run at 1000 K one structure
was saved each 10 ps for further refinement (see above). In
many cases an additional structure calculation was performed
with a second starting structure corresponding to a low
energy structure of the published ensemble that was con-
formationally dissimilar to the first starting structure and was
not sampled in the first MD run.

MD Protocol with Reduced Force Field during the
Conformational Sampling (“Scaled MD”). The only dif-
ference to the previous protocol (pure MD) was that during
the conformational sampling at 1000 K nonbonded interac-
tions (van der Waals and Coulomb) were reduced to 10%,
while the through-bond interactions were scaled down to
50%. For the annealing step the force field was applied with
full strength.

MD Protocol Starting from Random Coordinates
(“Random MD”). Starting from random coordinates the first
step consisted in achieving approximately reasonable co-
valent geometry: van der Waals and electrostatic interactions
were scaled down to 1%, while the force constants for bond
lengths, angles, and dihedrals were only reduced to 50%.
After minimization nonbonded interactions were scaled up
to 10% (as for the scaled MD). Another minimization
followed before 10 ps could be simulated at 1000 K. Finally,
the force field was restored to its normal strength for the
simulated annealing step.

Results
Multiple structure calculations were performed for 20 pep-
tides (Figure 1) that have been investigated recently in our
laboratory (refs 29-32 and unpublished results) according
to different structure calculation protocols (Figure 2). Most
of the 20 peptides are similar in that they contain a peptide

202 J. Chem. Theory Comput., Vol. 2, No. 1, 2006 Fuhrmans et al.



stretch of 7-9 amino acid residues backbone-cyclized by
4-(amino)phenylazobenzoic acid or 4-(aminomethyl)phenyl-
azobenzoic acid. This similarity allows for the systematic
investigation of the influence of ring size and additional
cyclization (i, i+3 disulfide bridge). For reference a peptide
sequence with the i, i+3 disulfide bridge (11), but not
backbone-cyclized, as well as a linear unconstrained oc-
tapeptide (12) were used. Figure 2 shows that each protocol
consists of a first part for generating structures and a second
part consisting of a simulated annealing step. The annealing
step is identical for all protocols except for the fourth where
a short 500 K phase was inserted before the simulation at
300 K. To achieve the same overall length the final cooling
period is shortened correspondingly. In the first part the

structure generation consists of 10 ps at 1000 K per structure
for protocols 2-4 that do not use distance geometry. In this
way the computational costs for protocols 2-4 are nearly
identical, and variations between protocols are kept to a
minimum. Note that protocol 1 is the one that was used for
generating the published structures.29-32 Our protocols do
not necessarily represent the most common or optimized
versions of the respective approach. Instead they were chosen
in such a fashion that they are as similar as possible to allow
for interpretation of differences in the resulting structural
ensembles. Specifically, we have placed an emphasis on
exploration of conformational space represented by the first
part of our protocols. Published MD protocols often employ
multiple annealing cycles of a few picoseconds each for
improved sampling and location of energy minima. While
we used only one final annealing step for location of the
energy minima, our conformational search comprised 1000
ps at 1000 K and thus clearly surpasses common MD
strategies in terms of conformational sampling. With each
protocol 100 structures were calculated for each of the 20
peptides. The 20 energy-lowest of each structural ensemble
were analyzed with respect to NOE violations, final energy,
and conformational variability as expressed by the average
pairwise rmsd. The average pairwise rmsd is calculated as
the average of the rmsd values of all possible pairs i and j
with i * j being two structures of the respective structure
ensemble. For comparing two ensembles the pairwise rmsd
can be calculated with pairs i and j, where i is from one
ensemble and j is from the other. All pairwise rmsds can be
displayed in so-called cluster graphs that are 3D diagrams
where x and y define the number of the structures i and j
and the corresponding rmsd(x, y) constitutes the third
dimension. Analysis of cluster graphs calculated for two
concatenated structural ensembles allows for detailed com-
parison of both. We consider two structures distinctly
different, if their rmsd is greater than 2 Å. This limit was
found useful for defining and differentiating conformational
families. The average pairwise rmsd for one ensemble results
in slightly larger values as the more familiar average rmsd
to the average structure. However, the latter is not as easily
generalized to a comparison of two ensembles.

Figure 3 compares the conformational homogeneity or
heterogeneity of structural ensembles obtained using the

Figure 1. Peptides for which NMR data were determined
previously in our group. Azobenzene containing peptides (1-
10) can occur in two isomeric forms cis and trans of the azo
moiety indicated by (c/t). Whereas trans is the ground state,
also the cis isomer has a lifetime long enough to perform NMR
experiments. Because the geometry of trans and cis azoben-
zene is completely different, the two isomers are treated as
separate molecules (e.g. 1 cis and 1 trans ) for the purpose
of the present work. For 5 and 6 the structures were only
determined for the trans isomer. Note: f ) d-Phe, APB )
4-(amino)phenylazobenzoic acid, AMPB ) 4-(aminomethyl)-
phenylazobenzoic acid, tBu ) tert-butyl.

Figure 2. Flowcharts for the different protocols that were used
for calculating structural ensembles using NMR data. The final
structures were sorted according to energy and the 20 energy-
lowest were analyzed.

Figure 3. Conformational variability among the 20 energy-
lowest structures obtained with different protocols for each
molecule. Only backbone atoms were used for calculation of
the rmsd.
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protocols of Figure 2 for all 20 peptides. Obviously,
generation of structures by molecular dynamics results mostly
in more homogeneous ensembles than the calculation of
independent structures either by DG or random starting
coordinates. This result is expected, because sampling of
conformational space might be impeded in molecular dy-
namics by high energy barriers (protocols 2 and 3), while
protocols 1 and 4 directly start from distinct points in
conformational space and, thus, circumvent the problem of
high energy barriers (but not that of low barriers and general
roughness of the energy surface, as will be seen below). The
fact that our DG ensembles capture a larger part of the
accessible conformational space compared to the MD
ensembles, however, does not prove or even indicate that
sampling of the DGII method as implemented in the
INSIGHT2 software is ideal or complete (see refs 20-22
for a comparison of various DG methods). A detailed
comparison of the structural ensembles of DG/MD and pure
MD reveals that in cases when the DG ensemble consists of
only one conformational family the same family is also found
with the pure MD protocol albeit with partially lower rmsds.
However, when more than one conformational family is
present in the DG ensemble, often the pure MD reproduces
only one of them. In these cases an additional MD calculation
(according to protocol 2) was performed starting from a
conformation that was present in the DG ensemble but not
sampled in the first MD run. For this purpose the DG
structure was compared to all 100 structures of the first MD
ensemble, not only the 20 energy-lowest. Table 1 summarizes
the results of the additional MD calculations. For almost half
of the peptides well defined, but dissimilar ensembles were
obtained with the same calculation protocol (#2), document-
ing a strong dependence on the starting structure. In Table
1 peptides are sorted according to constraints imposed by
cyclization with bicyclic peptides and small ring sizes at the

top and less constrained peptides at the bottom. Inspection
of the last column of Table 1 reveals the occurrence of an
energy barrier with little correlation to ring size or presence
of the additionally constraining disulfide bridge. Therefore,
it seems not possible to anticipate the presence or absence
of energy barriers in MD structure calculation based on the
given chemical structure of the peptide. Although the
presence of energy barriers should always be considered, the
severity of this problem even at a simulation temperature of
1000 K might surprise those who have so far relied on a
variation of the pure MD protocol. Figure 4 exemplifies that
apparent structural similarity is also no clue to the presence
of energy barriers: Four peptides are shown for which
protocol #2 (pure MD) was performed with two starting
structures that both belong to the published NMR structural
ensemble. While the two starting structures are quite similar
for peptides7 cisand8 trans, those of7 trans and10 trans
exhibit pronounced differences. The resulting ensembles were
homogeneous and reasonably well-defined (see Table 1,
structures not shown). Structure calculations have to be
independent of the starting structure so that the same final
ensembles should be obtained for both starting structures.
While this was indeed observed for8 trans and10 trans,
shown on the right side in Figure 4, for7 trans and7 cis
the result depended strongly on the starting structure. For
the four peptides of Figure 4 obviously no correlation exists
between the apparent similarity of the two starting structures
and the presence of a considerable energy barrier. For peptide
10 trans the second MD calculation resulted in basically
the same ensemble as the first MD, although the starting
structure was different. In these cases the question remains,
whether the second starting structure that is contained in the
DG, but not in the MD ensemble is a realistic conformation
of the peptide or not. We think that every conformation that
satisfies the experimental constraints and is compatible with
the force field (i.e. low energy) has to be considered as
realistic.

Table 1. Comparison of DG/MD and Pure MD Approach
for 20 Peptidesc

a Color-coding of peptides: green: DG and MD result in similar
ensembles; red: energy barrier in MD simulation; black: no energy
barrier, but MD ensemble incomplete. b Second MD from a second
starting structure that is contained in the DG ensemble but not
sampled in the first MD calculation. c Peptides 1-6 (bicyclic) and
peptides 7-10 (monocyclic) are sorted according to increasing ring
size.

Figure 4. Comparison of the starting structures of two
different MD calculations for selected peptides (7 trans, 10
trans : starting structures with pronounced difference; 7 cis,
8 trans : similar starting structures). For peptides on the right
very similar results were obtained from the MD simulations,
whereas for peptides on the left results depended heavily on
the starting structure pointing to the existence of an energy
barrier.
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NOE violations are compared in Figure 5. For this graph
the squared NOE violations were summed up for each
structure, and the resulting sums were averaged over the 20
energy-lowest structures of an ensemble. Multiplication of
the sums of squared NOE violations with a force constant
of 50 kcal Å-2 would yield the corresponding energy penalty.
It is seen from Figure 5 that experimental constraints were
fulfilled in the different ensembles to similar extents.
However, for the final energies clear trends are visible in
Figure 6. As the absolute values of the energies have no
real meaning, final energies relative to those obtained with
protocol 1 are depicted. Clearly, protocol 4 (random MD)
results in the most unfavorable energies, whereas the pure
MD ensemble exhibits the smallest values. This comparison
indicates that the structures of the random MD ensemble and,
also to some extent, those of the DG ensemble are not fully
relaxed. For the DG ensemble we tested in additional
calculations that for most peptides more extensive simulated
annealing can indeed reduce the final energies to values close
to those of the corresponding pure MD ensemble (data not
shown). While sufficiently long or iterated steps of simulated
annealing should result in very similar final energies for all
four protocols, we have purposely chosen annealing steps
of only moderate length for comparing the efficiency of the

first step of the protocols where structures are generated (DG
vs MD vs random coordinates). We consider a structure
generating method more efficient, if the resulting ensemble
can be refined more easily to agree with the MD force field
as indicated by lower energies. Extensive minimization either
by steepest descent or conjugate gradient methods did not
significantly reduce the energies of either the DG/MD or
pure MD ensemble. Apparently small energy barriers and
the general roughness of the energy landscape complicate
localization of conformations with minimal energy during
the annealing step. For some of the peptides it has even been
shown experimentally by ultrafast time-resolved spectroscopy
that their energy landscapes are surprisingly complex despite
their small sizes.33-36

Discussion
Although NMR is the only technique to date for determining
the structures of flexible or semiflexible peptides experi-
mentally with atomic resolution, certain limitations inherent
in this kind of spectroscopy have to be taken into account.
In addition to aspects of correct identification and quantifica-
tion of geometric constraints37 the relation between the
amount of experimental data and conformational heterogene-
ity is of concern. The lack of NOE constraints is a
consequence of conformational flexibility38 However, spectral
overlap and special amino acid sequences can also prevent
extraction of sufficient NOEs for an unambiguous well-
defined structure (e.g. poly-proline II helix). NMR dynamics
studies or boots-trap methods in structure calculation can
help to separate conformational dynamics from the lack of
experimental data. A more fundamental and not easy to
overcome problem is the time and ensemble averaging during
the NMR measurement.4-9,39 NOE intensities are time
averages of tens of milliseconds and ensemble averages of
roughly 1017 molecules. Clearly, it is impossible to fully
incorporate this averaging in a structure calculation. In almost
all cases constraints are applied to one molecule, sometimes
with some kind of picosecond time averaging. Ensemble
calculations with a small number of molecules have been
performed, but only in rare cases (ref 6 and references
therein). The “averaging problem” is well-known in the NMR
literature,4,38,39but there has also been a renewed discussion
in recent years.8,9 By comparing for peptides2, 8, and9 very
elaborate unconstrained MD simulations with experimental
NMR distance data, we have found that the bias of the NOE
or ROE toward shorter distances can lead to suppression of
more open and less compact structures in NMR structure
calculations when the peptide is quite flexible.40 However,
the purpose of the present paper is not to validate or falsify
the NMR structural ensembles for any or every peptide but
to compare the performance of commonly used approaches
to calculation of peptide structures taking the derived NOE
distances for peptides1-20 as given. The results presented
above have pointed to the fact that conformational sampling
is the most important aspect that needs to be considered.
The objective of this work can, therefore, be stated as the
following: Do the protocols investigated here explore the
conformational space sufficiently. The aim is to test the
performance of the computational approach, not the validity

Figure 5. Squared NOE violations were summed up for each
structure and averaged over the 20 energy-lowest structures.
Results obtained with different protocols are compared for
each molecule.

Figure 6. Average energy of the 20 energy-lowest structures
relative to the average energy obtained with the DG/MD
protocol. Error bars indicate the relative standard deviation,
i.e., standard deviation divided by average.
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of the individual NOE data or, even, final structures. Among
our set of test molecules are some that are known, or likely,
to exhibit internal motions and some that do not. Some of
either kind displayed energy barriers that render the MD
approach inappropriate. The lack of correlation between the
presence of an energy barrier and characteristics such as ring
size, additional constraints or even similarity of structures
suggests that our findings are quite general. They are also
in agreement with an emerging consensus that for peptides
and proteins the energy landscape in conformational space
is rough and rugged. Our test set of molecules comprises
almost exclusively mono- or bicyclic peptides of moderate
size. However, unconstrained linear peptides usually are
mostly unstructured in solution, unless they experience the
structuring influence of, for instance, a membrane environ-
ment (as does peptide12) or of a binding partner. Further,
experimental NMR restraints will act to constrain the
molecule when used in the structure calculation. Therefore,
we believe that investigation of constrained peptides does
not constitute a limitation, which is too severe. For the
discussion of the performance of the various calculation
protocols we will begin with those that use a given starting
structure and generate the ensemble by conformational
searching during a molecular dynamics simulation (protocols
#2 and #3). It is clear that the energy barriers that impede
proper sampling are the main problem of the conformational
search. Table 1 shows that for many peptides even a
simulation temperature of 1000 K was insufficient for
overcoming the barriers. In our cases all calculations started
from low energy structures fulfilling the NMR restraints and,
thus, ensembles were found that represented subsets of the
corresponding DG ensembles. However, in the real case the
initial structure might be far from the correct ensemble in
conformational space, and, thus, trapping of the conforma-
tional search by barriers could result in completely artificial
results not corresponding to lowest energy structures. Fur-
thermore, in additional calculations with a different force
field (AMBER) we found a dependence of the results and
also the existence of energy barriers on the force field used
(data not shown). This indicates that for a given peptide the
problem of energy barriers in MD conformational sampling
might depend on the force field and MD software used.
Unfortunately, peptide structure determinations based on
protocols similar to our protocol 2 are seen quite often in
the literature. With our demonstration of the shortcomings
of these protocols we would like to discourage the use of
them. In protocol 3 scaling of the nonbonded interactions
partially alleviates the problems associated with protocol 2.
However, in a few cases conformational sampling is still
insufficient, and sometimes performance in terms of NOE
violations or final energies is not satisfactory. Scaling of force
field interactions is more typical for protein structure
determination than for peptide studies. Although our study
is limited to peptides, we generally recommend against the
use of protocol 3 for the structure calculation of peptides or
proteins.

Having seen that in many cases MD does not adequately
explore conformational space, the question arises whether
the restrictions originate from the force field or the NMR

constraints that are applied. As mentioned above energy
barriers seem dependent on the force field (CVFF vs
AMBER). On the other hand, structure calculations without
NMR restraints resulted in similar ensembles for protocols
1 and 2 for all peptides except4 cis (data not shown). The
structures obtained without NMR data were distinctly dif-
ferent from those resulting from calculations with NMR
restraints demonstrating that our molecules are not confor-
mationally trivial in the sense that their conformation would
already be determined by steric requirements of the amino
acid residues and the intramolecular cyclization. Because
NOEs contribute to the energy of the molecule they also
modify the energy landscape and can create barriers. Ap-
parently NMR constraints are more important than the force
field with regard to the presence of energy barriers, although
both contribute. The importance of the NOE constraints and
the fact that they are very similarly implemented in the
various programs for NMR structure calculation suggests that
simply moving to another program or another force field
might not solve the problems discussed here.

It might be argued that free MD combined with subsequent
structure selection based on NMR data represents the
optimum solution and in fact this method is also frequently
seen in published studies. Aside from the remaining danger
of incomplete sampling, as seen for peptide4 cisin our study,
the yield in low energy structures conforming to the NMR
constraints is usually reduced, so that many more structures
have to be calculated to obtain a statistical ensemble.

The DG based approach is not restricted by the presence
of energy barriers as independent structures are generated
by a direct geometrical method.12 This does not a priori
guarantee that every conformation that is compatible with
the experimental distance constraints will be found, i.e., that
the conformational sampling is sufficient. But the results
shown here clearly indicate that DG performs much better
than high-temperature MD with regard to sampling proper-
ties. In fact, the agreement between the structural ensembles
obtained by the DG/MD protocol and the random MD
protocol suggests that likely no solutions to the structure
determination problems were overlooked by the DG method
(see below). Of course, a proper choice of parameters, or
algorithms in the case of DG, is a prerequisite for every
calculation strategy. We have used reasonable implementa-
tions of each method rather than ideal ones, because we
intended to focus on the applicability for the nonexpert user.

As DG structures exhibit poor covalent geometry, subse-
quent refinement by MD simulated annealing steps is
indispensable.41-43 A change of force field (AMBER instead
of CVFF) has only little consequences for the resulting
structures (data not shown), because the molecular dynamics
in this approach only serve to establish a correct local
(covalent) geometry with corresponding relaxation of po-
tential energies We noticed that the final energies of the DG
ensembles depend somewhat on the extent of annealing that
is performed (see above) and are partially higher than those
obtained with the pure MD protocol (Figure 6). Although
energy constitutes the sorting criterion in our analysis, it
cannot be expected that values obtained at our level of
sophistication (homogeneous dielectric constant, no cross
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terms between potentials, etc.) will be accurate enough for
a quantitative discussion. Still it might be of interest that
such small peptide models seem to exhibit energy landscapes
with pronounced roughness complicating the annealing
procedure. Certainly an advantage of the DG/MD protocol
is that the DG part that generates (and roughly optimizes)
the structural ensemble requires for peptides much less
computational time than the other protocols.

For proteins, on the other hand, the DG/MD approach was
found to be less efficient,41,42so that the typical strategy for
protein structure calculation is Protocol 4 that consists of
iterative annealing of random starting structures in the
presence of NMR restraints. The random coordinates require
initially strongly reduced force field interactions that are
restored to their normal value in the course of the MD steps.
Protocol 4 gave quite similar results as protocol 1 (DG/MD)
for our peptides. No additional conformational families were
found with the random MD approach compared to the DG
based calculations. The fact that the same conformational
families are detected by the DG method and the randomiza-
tion of coordinates suggests that for our peptides both
procedures achieve sufficient sampling of the conformational
space. The somewhat higher conformational variability of
the random MD ensembles (Figure 3) is probably related to
the higher overall energies of the final structures (Figure 6).
If an ensemble cannot be adequately refined by the annealing
step, that is, higher energies are found for the same overall
conformations and similar degrees of NOE violation, we
assume that the initially generated structures were less
compatible with the force field. In a real structure determi-
nation one would need to achieve a fully relaxed conforma-
tional ensemble by extended or repeated simulated annealing.
The increased computational costs compared to the other
protocols lead us to consider protocol 4 as less effective.
The higher efficiency of the DG based methods in this regard
is intuitively understood, because DG generates independent,
but not arbitrary structures, that exhibit roughly correct
covalent geometry and satisfy the experimental NMR data.
Random structures have to acquire these properties during
the MD simulated annealing, while the DG structures are
merely refined during the MD part.

Conclusions
MD simulations employing experimental NMR restraints are
not well suited for conformational searching in a structure
calculation protocol for peptides. We observed artificially
well-defined structural ensembles for our test set of 20
peptides often accompanied by energy barriers that could
not be overcome during 1000 ps simulation runs at 1000 K.
The results of the pure MD method for structure calculation
were found to depend markedly on the force field used.
Distance geometry based protocols on the other hand explore
the conformational space more thoroughly and are quite
insensitive to changes in force field parameters as they utilize
molecular dynamics only for refinement. We recommend the
combined DG/MD approach as the most efficient method
for the calculation of peptide structures.
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Abstract: A fast approach to calculate nuclear magnetic resonance (NMR) chemical shifts

within the quantum mechanical/molecular mechanical (QM/MM) framework has been developed.

The QM treatment is based on our recently implemented MNDO/NMR method (Wang et al. J.
Chem. Phys. 2004, 120, 11392). The effect of the QM/MM partitioning on chemical shifts has

been investigated by test calculations on the water dimer and on the protein crambin. It has

been shown that the quantum mechanical treatment of the hydrogen bond and nearby groups

with significant magnetic susceptibilities is necessary in order to reproduce the full QM results.

The method is also applied to a protein-ligand complex FKBP-GPI, and excellent agreement

for proton chemical shifts of the ligand is obtained by including the side-chain atoms of the

binding site residues into the QM region. The NMR chemical shift calculations using QM/MM-

minimized structures still yield satisfactory results. Our results demonstrate that this QM/MM

NMR method is able to treat critical regions of very large macromolecules without compromising

accuracy if a relatively large QM region is used.

I. Introduction
Over the past several decades, nuclear magnetic resonance
(NMR) spectroscopy has emerged as a powerful tool to study
the structure and dynamics of biological systems.1 One of
its essential parameters is the NMR chemical shift that
characterizes the chemical environment of individual atoms.
Although it has been shown that the NMR chemical shift
can provide useful information for protein secondary struc-
tures,2 its complicated relationship with molecular structures
hinders its application in protein structure determination and
other NMR studies of biological systems. NMR chemical
shifts are sensitive to subtle changes in electronic structure
from local variations in bond lengths and bond and torsional
angles, to electrostatic interactions, to hydrogen bonds, and

to magnetic susceptibility effects. In principle, the quantum
mechanical theory of chemical shieldings is able to capture
all of these contributions and predict chemical shifts ac-
curately. Indeed, it has been demonstrated that calculated
1H and13C chemical shifts using reasonable basis sets at the
Hartee-Fock and density functional theory (DFT) levels can
predict experimental values for a variety of organic molecules
with excellent accuracy.3-5 However, the substantial expense
of these methods hinders their application to macromolecules
with thousands of atoms. As a result of the increase of NMR
studies of biological systems, empirical methods6-9 have been
developed to reproduce measured chemical shifts by param-
etrization and have been shown to be useful in protein
structure refinement.10 While they have been reasonably
successful for protein systems, these empirical approaches
are not designed to study protein-ligand complexes because
a variety of ligand molecular structures generally are not in
the parametrization set. Recently, we have developed a fast
approach, DCNMR,11 to calculate NMR chemical shifts using
the divide-and-conquer method12-14 at the MNDO15 level.
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By utilizing parameters specifically developed for NMR
calculation,16 excellent agreement with experimental results
was obtained for ligand proton chemical shifts in the FK506
binding protein (FKBP)-GPI complex17 and cellular retinol-
binding protein.18 Applications to decoy pose scoring17 and
NMR structure refinement18 have been illustrated as well.

In this paper, we extend our DCNMR approach into the
quantum mechanical/molecular mechanical (QM/MM) frame-
work. The motivations for this work were as follows: (1)
Although our original approach is able to compute NMR
chemical shifts for macromolecules containing thousands of
atoms, it is still computationally intensive to address these
systems. Since the chemical shieldings are strongly dependent
on local electronic environments, in many instances, it is
unnecessary to treat all atoms in macromolecules by the more
expensive quantum mechanical approach. (2) If the interest
is localized in the binding site of the protein-ligand or
protein-protein complex, it is natural to calculate NMR
chemical shifts within the framework of QM/MM; the ligand
and the residues inside the binding site are treated quantum
mechanically, while the rest of system is computed molecular
mechanically. (3) A good structure is a requirement for NMR
chemical shift calculations. However, geometry optimization
of an entire protein with several thousands of atoms is a
substantial task even for linear-scaling semiempirical meth-
ods. If we can use QM/MM-optimized geometries for the
NMR chemical shift calculation, it will significantly speed
up the entire process.

A number of NMR chemical shift calculations using the
QM/MM approach have been recently reported. Cui and
Karplus19 have combined Gaussian and CHARMM to
compute NMR chemical shifts using the QM/MM approach,
and this is the most general implementation so far. Their
results demonstrated that the QM/MM approach can reach
the same accuracy as a full QM calculation by using
hydrogen atoms as link atoms. By capping the QM region
with quantum capping potentials and representing the MM
region with point charges, Moon et al.20 proposed a simple
approach to calculate NMR shielding tensors since most
quantum chemistry programs can handle effective core
potentials and point charges. Another implementation of
NMR chemical shift calculation using plane wave basis sets
with repulsive potentials in conjunction with the QM/MM
strategy has appeared as well.21 All these approaches utilized
ab initio and DFT methods to treat the QM region, which
might not be ideally suited for high-throughput screening
studies of protein-ligand complexes, for example. The total
number of atoms in the binding site (including the inhibitor
and the residues around it) could be so large (potentially
over 100 atoms) that the computational costs of current ab
initio and DFT methods are still prohibitive for routine NMR
chemical shift calculations. Moreover, it may be necessary
to use a relatively large QM region to alleviate nonphysical
effects arising from the use of link atom schemes at the
boundary of the QM and MM regions. Here, we incorporate
our fast DCNMR approach into AMBER to compute NMR
chemical shifts using the QM/MM approach. This coupling
makes it possible to provide insights into biomacromolecules
using chemical shift information, such as building relation-

ships between predicted chemical shifts and the protein
structure, studying dynamical effects on chemical shifts, and
even performing virtual high-throughput NMR-based screen-
ing on large sets of molecules.

II. Method and Implementation
Since our DCNMR approach has been published elsewhere,11

only the essentials relating to the QM/MM implementation
are outlined herein. The chemical shielding tensorσab is the
second derivative of the molecular energy with respect to
the external magnetic field and the nuclear magnetic moment,
which can be expressed in the Hamiltonian form as

where Pµν is the density matrix obtained from the self-
consistent field (SCF) calculation,Pµν

a is the derivative of
the density matrix with respect to the magnetic field.Hµν

ab

and Hµν
0b are the magnetic integral elements in the gauge-

including atomic orbital. Their expressions are

The detail implementation of these integrals was described
in our original paper.11 The perturbed density matrixPµν

a

can be obtained by solving the coupled-perturbed Hartree-
Fock (CPHF) equations. However, current implementations
of this procedure are time-consuming, although some efforts
to reduce this cost have appeared.22 To take advantage of
the linear-scaling divide-and-conquer method,12-14 we adopted
an alternative approach to calculate the perturbed density
matrix, which was based on finite perturbation theory. The
magnetic-field-dependent Fock matrix was first built and
diagonalized; then, the perturbed density matrix could be
approximated by

where Pµν
i is the imaginary part of the density matrix.

Consequently, this approach enables us to calculate the
density matrix and the perturbed density matrix simulta-
neously using the divide-and-conquer method.

The combination of quantum mechanics and molecular
mechanics is a natural approach for the study of enzyme
reactions and protein-ligand interactions.23 The active site
or binding site is treated by ab initio, density functional
theory, or semiempirical potentials, whereas the rest of the

σab ) ∑
µν

PµνHµν
ab - ∑

µν

Pµν
a Hµν

0b (1)

Hµν
0b ) -1

c〈øµ|[( rb - RB) × ∇B]b

| rb - RB|3 |øν〉 (2)

Hµν
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system is modeled via force fields. The corresponding
Hamiltonian can be divided according to

In our approach,ĤQM can be MNDO,15 AM1,24 and PM325

semiempirical methods implemented in the program DIV-
CON; ĤMM is determined by an AMBER force field.ĤQM/MM

describes the interaction between the QM and MM atoms.
In general, it is written as

where the subscriptsi andR refer to the QM electrons and
nuclei, respectively, andM to the MM atoms.qM is the MM
partial charge. The first two terms are electrostatic terms
through which the MM atoms interact with the QM electrons
and nuclei, respectively. The last term is the van der Waals
term.

As pointed out by Cui and Karplus,19 the MM atoms make
contributions to the chemical shielding tensors through their
perturbations on both the density matrix and the perturbed
density matrix. In our DCNMR approach, both the density
matrix and the perturbed density matrix are obtained
simultaneously by the diagonalization of the complex Fock
matrix without utilizing the more expensive CPHF equations.
Therefore, it is straightforward to include the MM contribu-
tions to the chemical shielding tensors by simply adding the
first term in eq 6 to the Fock matrix. The method described
above has been implemented into a development version of
DIVCON and AMBER8.26

III. Results and Discussion
In this section, we apply the QM/MM DCNMR method to
a number of model systems including the water dimer,
crambin, and the FKBP-GPI complex. Our focus is on the
validation of the QM/MM results with respect to the full
QM calculations. Future work will focus on the application
of this approach to biological problems.

III.1. Water Dimer. The water dimer is a simple
hydrogen-bonded system for which chemical shielding
changes associated with the variation of geometric parameters
have been studied by full ab initio methods27,28and the QM/
MM method.19 To test our approach on the water dimer, a
set of structures was generated by varying the distance
between the two oxygen atoms. These structures were then
optimized at the B3LYP/6-311++G** level. For each
structure, the NMR chemical shifts of the hydrogen and
oxygen atoms relative to the isolated water molecule were
calculated as

In this way, the intrinsic errors associated with the methods
will be largely canceled. In the QM/MM calculations, one
water was treated by our MNDO/NMR approach and the
other by the TIP3P model.29 Comparisons of the chemical
shifts between full QM and QM/MM methods are shown in
Figure 1 for the donor, acceptor hydrogen atoms, and the

oxygen atom. Note that the energy minimum of the water
dimer at the B3LYP/6-311++G** level occurs at 2.90 Å.
The NMR chemical shifts for the donor hydrogen decrease
monotonically as the internuclear distance increases, which
is consistent with previous studies.19,27,28However, the QM/
MM curve decays much more slowly than the full QM one,
and the chemical shift differences between the two curves
are significant along the entire profile (as large as 0.7 ppm
at the minimum energy distance). This discrepancy is due
to the absence of the Pauli repulsion contribution in the QM/
MM model. Similar trends are also shown for the acceptor
hydrogen and the donor oxygen atom. This strongly suggests
that hydrogen-bonded interactions have to be included as
part of the QM region, which further confirms Cui and
Karplus’s conclusion.19

III.2. Crambin. Our second test system was crambin, a
small hydrophobic protein with 46 residues. Both high-
resolution X-ray and NMR structures are available for this
protein. A small (cut 1) and a large (cut 2) QM/MM
partitioning were tested for Ala9 and Pro5. As shown in
Figure 2, cut 1 for Ala9 puts only the side-chain atoms in
the QM region, and a link atom is introduced between the
CR and Câ bond, while in cut 2, the QM region is extended
to the neighboring peptide bonds. Figure 3 demonstrates the
partition scheme for Pro5. In cut 1, the QM region is Pro5
with the neighboring peptide bonds; cut 2 is cut 1 plus a
nearby residue Tyr44. The MM part is treated with the
AMBER parm94 force field.30 The entire geometry was
optimized at the AM1 level before the NMR shielding
calculation. Full QM NMR calculations have also been
carried out as reference values using our DCNMR approach.

Ĥtotal ) ĤQM + ĤMM + ĤQM/MM (5)

ĤQM/MM ) -∑
iM

qM

riM

+ ∑
RM

ZRqM

RRM

+ ∑
RM{ ARM

RRM
12

-
BRM

RRM
6} (6)

∆δ ) σmonomer- σdimer (7)

Figure 1. Comparison of the full QM and QM/MM chemical
shifts for water dimers as a function of the hydrogen bonding
O1‚‚‚O2 distance (Å).
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The differences between the QM/MM and full QM chemical
shifts are summarized in Table 1. Obviously, the results for
Ala9 using the cut 2 scheme are much better than that from
cut 1; the error for the Câ chemical shift is reduced from 22
to 0.7 ppm, and the errors for proton chemical shifts are also
dramatically decreased from 1.5 to 0.15 ppm. This suggests
that the peptide groups have significant magnetic suscepti-
bilities and their effect on the chemical shieldings on the
side-chain atoms is not negligible. Excellent agreement in

cut 2 also indicates that these interactions are generally short-
ranged (1/r3 according to the McConnell equation31). There-
fore, we conclude that it is realistic to treat remote peptide
bonds with MM. For Pro5, the inclusion of the peptide bond
atoms was able to give comparable results for the carbon
atoms but was not good enough to reproduce the full QM
results for hydrogen atoms. The chemical shift errors for HB
and HG are 0.6 and 0.4 ppm, respectively. This problem
was alleviated through the addition of the proximal residue
Tyr44 (cut 2 model) to the QM NMR calculation. This
reduced the calculated errors to 0.05 and 0.03 ppm, respec-
tively. These calculations have demonstrated that it is
necessary to put nearby polar and aromatic rings into the
QM region to obtain satisfactory results from the QM/MM
NMR method.

III.3. FKBP-GPI Complex. NMR spectroscopy has
become a useful tool to study protein-ligand interactions,
an essential step for structure-based drug design. This is
because protein-ligand complex structures can be solved
by NMR, and many NMR-based screening techniques have
been developed for lead discovery and optimization such as
structure-activity relationships by NMR.32 The theoretically
calculated chemical shieldings for a protein-ligand complex
can aid in determining NMR structures and improve the
accuracy of NMR screening techniques. We have carried out
DCNMR calculations on the entire FKBP-GPI complex and
obtained an excellent correlation between computed and
experimental proton chemical shifts of the ligand.17 Figure
4 illustrates the GPI ligand and the binding site residues. To
investigate the effect of QM/MM partitioning on chem-
ical shift calculation, we tested three different partition
schemes: The QM region for cut 1 was just the ligand itself,
and the entire protein was treated using MM. In cut 2, the
QM region extends to the side-chain atoms of all residues
inside the binding pocket (including Tyr26, Phe36, Asp37,
Phe46, Phe48, Gln53, Val55, Ile56, Trp59, Tyr82, His87,
Ile90, Ile91, Leu97, and Phe99), which results in 275 QM
atoms (excluding link atoms). Cut 3 was based on cut 2 and
adds all backbone atoms for the binding site residues. The
differences in proton chemical shifts between the QM/MM
and full QM calculations are shown in Figure 5. It is not
surprising that the results from cut 1 have relatively large
deviations (RMSD: 1.12 ppm; RMSD) root-mean-square
deviation) because it only includes ligand atoms in the QM
region. Most of the errors arise from protons on the
pyrrolidine ring, which is situated in the hydrophobic pocket
formed by aromatic residues Tyr26, Phe46, Trp59, and
Phe99. It demonstrates that the treatment of these residues
as MM point charges cannot simulate realistic ring current
effects. The inclusion of these aromatic residues into the QM
region in cut 2 dramatically reduces the RMSD to 0.18 ppm.
However, when we added backbone atoms into the QM
region in cut 3, the agreement with the full QM results was
slightly worse, with a RMSD of 0.28 ppm, which might be
due to an imbalanced description at the QM and MM
boundary.

The previous sets of NMR calculation were based on the
AM1 optimized structure of the entire complex. Since the
geometry optimization of the whole protein is a time-

Figure 2. QM/MM partition scheme for Ala9 in crambin.

Figure 3. QM/MM partition scheme for Pro5 in crambin.

Table 1. Computed NMR Chemical Shift Errors (in ppm)
at Different QM/MM Partition Schemes for Crambin Ala9
and Pro5

residue atom cut 1a cut 2

Ala9 CB -22.25 0.791
HB -1.459 0.145

Pro5 CB 0.200 -0.373
HB2 0.613 -0.238
HB3 0.416 0.058
CG 0.331 -0.270
HG2 0.535 -0.240
HG3 0.337 0.053
CD -0.251 -0.623
HD2 0.146 -0.386
HD3 0.233 0.046

a Note that cut 1 and cut 2 are different for Ala9 and Pro5 (see
text and Figures 2 and 3).
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consuming step, another question we are trying to answer is
whether we can use the less-expensive QM/MM-minimized
structures for NMR calculation without compromising ac-
curacy. Therefore, we carried out a 2000 step QM(AM1)/
MM minimization of the FKBP-GPI complex based on the
cut 2 scheme, followed by NMR calculation. The time saving
is obvious since the total time of the QM/MM minimization
was only about 2 days, while it took 8 days to optimize the
entire complex by AM1 on our local opteron cluster, even
with the divide-and-conquer approach. The all-atom RMSD
of the binding site residues between the final geometry and
full AM1 optimized geometry is only 0.7 Å. The RMSD of
the calculated proton chemical shifts between the cut 2
scheme and the full QM result was 0.37 ppm. This agreement

indicates that the QM/MM-minimized structures are able to
produce chemical shift results that are comparable to those
from fully QM-optimized structures.

IV. Conclusions
We have coupled our recently developed DCNMR approach
with AMBER to calculate NMR chemical shifts within the
QM/MM framework. Because our approach is able to obtain
both the density matrix and the perturbed density matrix in
the SCF step, it is straightforward to include the MM
contributions to our NMR chemical shift calculations.
Application to the water dimer indicates that it is necessary
to treat the whole hydrogen bond quantum mechanically. To

Figure 4. Binding site of FKBP-GPI complex.

Figure 5. Chemical structure of the GPI molecule and the proton chemical shift errors for three different QM/MM partition
schemes.
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investigate the QM/MM partition effect on chemical shifts
of a specific residue in a protein, we have carried out
calculations on two residues of crambin using different QM/
MM partitioning schemes. Good agreement with full QM
results was obtained when the QM region included the nearby
groups with significant magnetic susceptibilities such as
peptide bonds and aromatic rings. Finally, the method was
applied to a protein-ligand complex (FKBP-GPI), and the
proton chemical shifts of the ligand were well reproduced
when the side-chain atoms of the binding site residues were
included in the QM region. We have also shown that the
QM/MM-optimized structure is good enough to yield
satisfactory results for NMR chemical shift calculations at a
fraction of the cost of full QM geometry optimization. All
these test calculations have demonstrated that our QM/MM
NMR method with an appropriate QM/MM partition is able
to obtain good agreement with full QM results at a much
lower cost and, thus, paves a way to compute NMR chemical
shifts for much larger macromolecules.
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the Potential Energy Surface in Very Large
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Pages 1013 and 1014. In the last example discussed in
the paper we used a combination of B3LYP/6-31+G* and
PM3 methods combined with molecular mechanics (MM)
named as B3LYP:PM3/MM. At the end of the section (p
1014) we erroneously named it twice as B3LYP:AM1/MM,
instead of B3LYP:PM3/MM. This typographical correction
has no bearing with any of our results or conclusions.
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